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Abstract. Semantic textual similarity (STS) measures how semanti-
cally similar two sentences are. In the context of the Portuguese lan-
guage, STS literature is still incipient but includes important initia-
tives like the ASSIN and ASSIN 2 shared tasks. The state-of-the-art
for those datasets is a contextual embedding produced by a Portuguese
pre-trained and fine-tuned BERT model. In this work, we investigate
the application of Sentence-BERT (SBERT) contextual embeddings to
these datasets. Compared to BERT, SBERT is a more computation-
ally efficient approach, enabling its application to scalable unsupervised
learning problems. Given the absence of SBERT models pre-trained in
Portuguese and the computational cost for such training, we adopt mul-
tilingual models and also fine-tune them for Portuguese. Results showed
that SBERT embeddings were competitive especially after fine-tuning,
numerically surpassing the results of BERT on ASSIN 2 and the results
observed during the shared tasks for all datasets considered.

Keywords: Deep learning · Natural language processing · Semantic
textual similarity. Word embeddings.

1 Introduction

Semantic textual similarity (STS) is the task of measuring how semantically sim-
ilar a pair of sentences is [11]. The importance of this task to the natural language
processing (NLP) field is endorsed by the creation of STS shared tasks, such as
the ones proposed by the International Workshop on Semantic Evaluation (Se-
mEval [12, 5]). Shared tasks like SemEval led to great advancements in STS, but
there is still a reduced number of studies in the context of the Portuguese lan-
guage. To foster this research, the ASSIN [9] and ASSIN 2 [15] workshops hosted
shared tasks for STS and natural language inference (NLI) in Portuguese. The
models developed during ASSIN 2 used more recent NLP approaches, including
contextual embeddings like BERT [7]. Recent works addressing these datasets
have since been continuously proposed, with the state-of-the-art being a BERT
model pre-trained in Portuguese fine-tuned for STS [8].
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Though competitive, training BERT models on STS demands that all pairs
of sentences be used as input to the network. This approach can cause a massive
computational overhead, even for a moderate-size corpus. To address this prob-
lem, Reimers and Gurevych [17] proposed Sentence-BERT (SBERT), a siamese
architecture with shared weights that can reduce the cost of BERT models.
Since its proposition, SBERT has been used successfully in tasks where BERT
had obtained good results [17, 18]. However, to the best of our knowledge, these
applications do not yet include STS in Portuguese.

The goal of this work is to evaluate contextual embeddings generated by
SBERT models for STS in Portuguese, which we investigate in two stages. First,
we compare the performance of pre-trained SBERT models with the state-of-
the-art BERT models for the ASSIN datasets [8]. In addition, we include other
baseline models, such as the best-performing works assessed in the workshops
and other multilingual contextual embeddings. Later, we evaluate the benefits
of fine-tuning SBERT models for STS in Portuguese, also comparing them with
all baseline and state-of-the-art models.

Results from the first part of our investigation showed that multilingual
SBERT models are competitive, outperforming the best results of the ASSIN
shared task. Even if at this stage fine-tuning was not considered, SBERT results
were second only to the results achieved by the state-of-the-art BERT model [8].
In the second part of our work, results were improved with the fine-tuning,
numerically surpassing the performance of the state-of-the-art model for the
ASSIN 2 dataset, at a much lower computational cost. For the ASSIN datasets,
even if the state-of-the-art results were not matched, the contextual embeddings
generated by multilingual SBERT models with fine-tuning remained competi-
tive and, as mentioned before, required a reduced computational cost. Finally,
we discuss the impacts of fine-tuning and language variants with a qualitative
assessment that demonstrates that results can be further improved in the future.

The remainder of this work is structured as follows. Section 2 briefly reviews
preliminary concepts, namely contextual embeddings and the most relevant ar-
chitectures used to produce them, and deep learning training approaches such as
fine-tuning and knowledge distillation. Next, Section 3 defines the STS problem,
details the ASSIN and ASSIN 2 shared tasks, and briefly discusses the state-of-
the-art for these datasets. In Section 4, we detail the experimental setup adopted
in this investigation, and discuss results in Sections 5 and 6. We conclude and
discuss future work in Section 7.

2 Background

In this section, we briefly review the main preliminary concepts required to un-
derstand contextual embeddings, an important tool for problem solving in NLP.
Initially, we discuss transfer learning [25], the training paradigm that motivated
the proposal of embeddings in general. Next, we discuss contextual embeddings
and the main algorithms adopted in this work, namely BERT [7] and Sentence-
BERT [17]. Finally, we briefly detail knowledge distillation [10], the deep learn-
ing training paradigm that enables the multilingual training used to produce the
models we adopt in this work.
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2.1 Transfer learning

Transfer learning is a training paradigm that enables models fit to a general
problem to be reused for a separate, and usually more specific problem [25].
When solving the new problem, two main strategies can be adopted.

Pre-trained models can be applied directly to the problem at hand when
adjustments to match different input and/or output dimensionalities are feasible.
Though pre-trained models are not expected to perform as well as problem-
specific models, they are reusable across different problems.
Fine-tuned models are pre-trained models that are subject to additional train-
ing on a target specific problem. In detail, fine-tuning uses the pre-trained model
as a starting point and runs additional training iterations on the new data.

Given the benefits of transfer learning, pre-trained models have become in-
creasingly publicly available. Combined with fine-tuning, the same pre-trained
model can become multiple specialized models without training from the ground
up, saving both computing and time resources. In the context of NLP problems,
this has motivated researchers to propose general models and make their pre-
trained versions available, the most relevant example being the contextual and
word embeddings we discuss next.

2.2 Contextual and word embeddings

A statistical language model is a probability distribution function of word se-
quences in a given language. Training language models is a very computationally
intensive task, easily plagued by the curse of dimensionality, for two main rea-
sons. First, the number of word co-occurrence is typically large. Second, the
word sequences vary considerably across multiple text datasets, and even from
training to test sets. These challenges motivated the distributed word represen-
tation [3], models in which both the distributed representation of each word and
the probability function for the word sequence are learned simultaneously. Dis-
tributed representations can achieve better generalization since these models are
able to attribute a high probability of occurrence to word sequences it had never
seen before if similar sequences have been provided during training.

Popular word embeddings like Word2Vec [13], GloVe [14], and FastText [4]
consider all sentences in which a given word appear to build a global vector
representation for each word in the corpus. However, a word can have different
meanings depending on the sentence and context it is in. To solve this prob-
lem, different contextual embeddings were proposed. Next, we discuss the two
contextual approaches we use in this work, namely BERT and Sentence-BERT.

2.3 BERT

The bidirectional encoder representations from Transformers (BERT) architec-
ture brought great advances to the NLP field, lately becoming the current state-
of-the-art in different tasks [7]. BERT is a language model designed to create
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Fig. 1: The BERT architecture [7] for pre-training (left) or fine-tuning (right).

deep bidirectional vector representations from unsupervised texts. The bidirec-
tional approach models context both to the right and to the left of each token in
the input sequence. The BERT architecture can be seen on Figure 1, where the
pre-trained scenario is seen on the left and the fine-tuning scenario is illustrated
for different tasks on the right.

An improvement over other architectures is that BERT can be applied to
tasks that take as input either individual sentences or pairs thereof. In the latter
case, both sentences are separated by a special token dubbed [SEP]. Whether
for individual or sentence pairs, the first token fed to the network is a special
token dubbed [CLS], which serves as encoding for supervised tasks after training.
Alternatively, a BERT embedding can be obtained by aggregating the three types
of internal BERT embeddings, namely token, segment, and position.

2.4 Sentence-BERT (SBERT)

Although BERT has become the state-of-the-art for several NLP tasks, the algo-
rithm faces scalability issues in tasks such as STS where there is the need to feed
the network with sentence pairs. According to Reimers and Gurevych [17], even
a moderate sized training corpus of 10000 sentences requires 50 million com-
putational inferences, rendering BERT impractical for STS. As an alternative,
SBERT was proposed as a more efficient approach to this type of tasks .

SBERT [17] is a siamese architecture in which the sentence pairs are fed
to two parallel but connected network pathways to produce an estimate of the
similarity between the sentences (Figure 2a). The first layers consist of regular
BERT networks followed by a pooling operation to ensure embeddings produced
for each sentence have the same vector size. The network outputs the cosine
similarity between these embeddings. Since both BERT networks take a single
sentence and their weights are shared, the number of computational inferences
is much reduced [17].
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(a) SBERT architecture [17] (b) Knowledge distillation [6].

Fig. 2: SBERT architecture (left) and multilingual knowledge distillation (right).

2.5 Knowledge distillation

Another concept relevant to this study is knowledge distillation, one of the deep
learning training approaches where one model is trained to learn the knowledge
encoded by another [10]. In this training approach, a student model attempts to
emulate a teacher model with similar (or even higher) performance.

A knowledge distillation-based approach has been proposed by Reimers and
Gurevych [17] to produce multilingual SBERT models and is illustrated in Fig-
ure 2b. The teacher model is an English pre-trained SBERT model and the
student model is trained to produce multilingual embeddings. Training is struc-
tured as follows. First, the input for teacher and student models are different,
since the original sentence fed to the teacher is enriched with parallel, trans-
lated versions for the student. Second, the objective function is to reduce the
mean squared error losses comparing every student embedding produced with
the original embedding produced by the teacher. Effectively, translated sentences
are mapped to the same location in the Euclidean space of the original sentence.

Two other aspects of that work are further worth mentioning. First, the stu-
dent models are trained with parallel data for 50 languages including Portuguese.
Second, the student model is learned by a XLM-R algorithm [6], a cross-lingual
version of BERT. In detail, authors claim XLM-R is better suited for multilingual
learning than BERT given its ability to handle non-latin alphabets.

As reviewed in this section, the literature on contextual embeddings has
matured over recent years. Still, models are usually developed and made available
for NLP applications in English. In the next section, we discuss the STS problem
in the context of the Portuguese language.

3 Semantic textual similarity in Portuguese

As previously discussed, semantic textual similarity (STS) is a relevant NLP ap-
plication with international efforts to foster its research. STS can be defined as a
regression task where one wants to numerically measure the similarity between
two sentences. Higher scores indicate a stronger similarity between a sentence
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pair. Among the main international efforts concerning STS, the International
Workshop on Semantic Evaluation (SemEval [1]) is a series of workshops fo-
cused on semantic NLP problems. Each year, several shared tasks are hosted,
in which high-quality datasets are used to benchmark submissions from partic-
ipating research teams. Several similarity tasks have been defined at SemEval,
including cross-lingual and multilingual STS [5].

The first dataset that included semantic textual similarity between pairs of
sentences in Portuguese was ASSIN [9]. Later, ASSIN 2 [15] proposed a new
dataset, based on sentences from the SICK-BR dataset [16]. Next, we describe
each shared task, its associated datasets, and the best results observed for each.
ASSIN stands for evaluation of semantic textual similarity and natural lan-
guage inference [9], a shared task organized at the PROPOR 2016 conference.
The ASSIN datasets comprise (i) PT-PT, containing sentences in European Por-
tuguese, and (ii) PT-BR, containing sentences in Brazilian Portuguese. Each
dataset (PT-PT and PT-BR) has 5,000 sentences: 2,500 for training, 500 for
validation, and 2,000 for testing. Sentences in each dataset were obtained from
Google News, processed in three steps. First, vectorial space models [21] were
used to select similar sentences from different documents. Second, these sentences
were filtered manually, and noisy pairs were removed. Finally, filtered sentence
pairs were annotated by four human judges. Scoring rules are describe below:
1. Sentences are completely different. They may talk about the same fact, but

this cannot be determined without context.
2. Sentences refer to different facts and are not similar, but are about the same

subject (e.g. a soccer match or elections).
3. The sentences present some similarity; can refer to the same fact or not.
4. Sentence content is very similar, but one (or both) has some exclusive infor-

mation (e.g. a date or locality).
5. Sentences have practically the same meaning, possibly with a minimal dif-

ference (e.g. an adjective that does not change interpretation).
ASSIN 2 was the second edition of ASSIN [15], held at the STIL 2019 sym-
posium in Brazil. The dataset is a translation and manual adaptation of the
SICK dataset [12], the SICK-BR dataset [16]. In addition, ASSIN 2 also includes
manually-generated sentence pairs, which were reviewed by human judges. Each
pair of sentences in ASSIN 2 was annotated by at least four native Brazilian Por-
tuguese speakers with linguistic training background. For STS, the final score
was the average of the scores of each annotator. The final dataset has 10000 pairs
of sentences: 6500 used for training, 500 for validation, and 3000 for testing.
Baseline results for the ASSIN and ASSIN 2 datasets are listed at the top
of Table 1. Pearson correlation coefficient (to be maximized) is considered as
the primary metric for the comparison, complemented by the mean squared
error (MSE, to be minimized). The three topmost works are the best results ob-
tained during the shared tasks, whereas the following two models were proposed
in a work published after ASSIN 2 [8].5 For brevity, the models we assess in this
work are also given in Table 1, and are described in the next section.
5 For brevity, other relevant works such as [19] comparing Word2Vec, FastText,

ELMO, and BERT on ASSIN are not included as their results are surpassed by [8].
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Table 1: Results using baseline, pre-trained, and fine-tuned models.
ASSIN PT-BR ASSIN PT-PT ASSIN 2

Pearson MSE Pearson MSE Pearson MSE

Baseline models

Solo Queue (Workshop) 0.70 0.38 0.70 0.66 — —
L2F/INESC-ID (Workshop) — — 0.73 0.61 — —
IPR (Workshop) — — — — 0.82 0.52

ptBERT-Baseft [8] 0.83 ±0.00 0.25 0.85 ±0.00 0.47 0.84 ±0.01 0.50
ptBERT-Largeft [8] 0.84 ±0.01 0.23 0.85 ±0.01 0.40 0.84 ±0.01 0.43

BERTimbau-Base [20] 0.44 1.97 0.38 2.46 0.62 1.78
BERTimbau-Large [20] 0.55 3.32 0.52 4.16 0.27 2.49

Pre-trained models

BERTimbau-Base (SBERT) 0.57 1.60 0.53 2.22 0.68 1.24
BERTimbau-Large (SBERT) 0.58 2.69 0.49 3.57 0.71 1.92

〈XLM-R, SBERT, NLI+STS〉 0.67 0.65 0.71 0.68 0.79 0.63
〈XLM-R, SBERT, Paraphrases〉 0.71 0.42 0.74 0.65 0.79 0.50
〈XLM-R, SBERT, Cross-EN-DE〉 0.73 0.59 0.77 0.48 0.80 0.64

Fine-tuned models

BERTimbau-Base (SBERT)ft 0.76 ±0.01 0.35 0.74 ±0.00 0.61 0.83 ±0.00 0.52
BERTimbau-Large (SBERT)ft 0.78 ±0.01 0.32 0.76 ±0.01 0.68 0.84±0.00 0.53

〈XLM-R, SBERT, NLI+STS〉ft 0.76 ±0.00 0.35 0.74 ±0.00 0.54 0.84 ±0.00 0.42
〈XLM-R, SBERT, Paraphrases〉ft 0.79 ±0.00 0.30 0.77 ±0.00 0.52 0.85 ±0.00 0.43
〈XLM-R, SBERT, Cross-EN-DE〉ft 0.78 ±0.00 0.31 0.77 ±0.00 0.55 0.85 ±0.00 0.41

Baseline results. The work of Fialho, Coheur, and Quaresma [8] consider-
ably advanced the state-of-the-art for both ASSIN PT-PT and ASSIN PT-BR,
and to a lesser extent also for ASSIN 2. Specifically, the authors experimen-
tally assessed BERT models for STS and NLI in Portuguese using the datasets
ASSIN, ASSIN 2, and SICK-BR. For STS, two approaches were considered:
BERT as a regressor or BERT embeddings as input for regression algorithms.
Three models fine-tuned for STS were evaluated, namely (i) one multilingual
and (ii) two monolingual versions pre-trained in Brazilian Portuguese differing
in size (ptBERT-Baseft and ptBERT-Largeft). ptBERT-Largeft used as a regressor
achieved the best results.

As discussed in this section, ASSIN and ASSIN 2 are relevant Portuguese STS
datasets for which BERT models are the state-of-the-art. Yet, the computational
overhead incurred for BERT training limits its applicability to problems with a
moderate size sentence collection. In the next section, we discuss how we employ
and assess SBERT models on the Portuguese STS datasets reviewed here.

4 Experimental assessment

SBERT models have been successfully employed on NLP applications where
BERT models had state-of-the-art performance [17]. Furthermore, multilingual
pre-trained SBERT models have been made available in an open source SBERT
repository (https://www.sbert.net). In this section, we describe our experimental
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analysis in which we assess the performance of SBERT models with and without
fine-tuning for STS in Portuguese. Initially, we detail the models we consider,
following the order given in Table 1.6 Later, we discuss the two stages of our
experiments, differing as to whether fine-tuning is employed.

4.1 Models assessed

As listed in Table 1, the top-most five models we consider as baseline are (i) the
best-performing algorithms of the ASSIN and ASSIN 2 shared tasks, and (ii) the
state-of-the-art BERT models [8], already described in the previous section. In
addition, we also include as baseline two Portuguese pre-trained BERT models
called BERTimbau [20]. Remaining models given in Table 1 are used within the
SBERT architecture. The first two reuse BERTimbau weights, given the compat-
ibility between BERT and SBERT. The remaining three models are multilingual
pre-trained models open sourced by SBERT proponents.

We choose to employ pre-trained models instead of training models from
scratch for two major reasons. First, the computational cost required for training
deep learning NLP models from scratch is considerable. Second, the pre-trained
models have often been trained on very rich corpora, whether in Portuguese or
multilingual. Below, we describe the BERTimbau and multilingual models.

BERTimbau models were trained by Neuralmind and are available in two sizes,
namely BERTimbau-Base and BERTimbau-Large. Pre-training BERT requires
a vocabulary and a training corpus. Neuralmind produced a vocabulary from
the Brazilian Portuguese version of the Wikipedia, and used the brWac cor-
pus [22]. Pre-training followed the original BERT paper [7]. BERTimbau-Base and
BERTimbau-Large were respectively warm-started with the multilingual BERT-
Base and English BERT-Large checkpoints.
SBERT models pre-trained in Portuguese are not openly available. Instead,
we adopt two sets of models, given in Table 1 on the five rows that follow
baseline models. The first two models, labeled BERTimbau-Base (SBERT) and
BERTimbau-Large (SBERT), reuse the trained weights provided by BERTimbau
models. The remaining three models are multilingual models open-sourced by
SBERT proponents, having been trained using the knowledge distillation pro-
cess. Among the models available, we used the ones for which the student-model
was learned by the XLM-R algorithm [6]. Different teacher-models were used, de-
scribed below under the notation 〈student, teacher, task〉, indicating the student-
model and the task for which the teacher-model was originally trained.

– 〈XLM-R, SBERT, NLI+STS〉: XLM-R learned a multilingual model from an
SBERT model fine-tuned for NLI and STS in English.

– 〈XLM-R, SBERT, Paraphrases〉: XLM-R learned a multilingual model from
an SBERT model trained on an English paraphases dataset.

– 〈XLM-R, SBERT, Cross-EN-DE〉: fine-tuned 〈XLM-R, SBERT, Paraphrases〉
model for the STSbenchmark [5], with English and/or German sentences.

6 Though models based on other relevant architectures such as the multilingual uni-
versal sentence encoder [23] were available at the SBERT repository, we did not
include them in our work due to the lack of training setup details.
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Training multilingual versions used a range of datasets, and so contextual embed-
dings produced by SBERT were generalized by XLM-R for 50 different languages.
Further information about their training is available in the original paper [18].

4.2 Experimental setup

As previously discussed, we split our experiments in two parts to isolate the
effect of fine-tuning. This is reflected in Table 1, where we label results obtained
from a given model after fine-tuning with the subscript ft. Each part of the
investigation is further detailed next.

Experiments without fine-tuning. In the first part of our experiments, we
employed the pre-trained models on ASSIN and ASSIN 2 datasets without fine-
tuning. Concretely, labels provided by the datasets were used only to validate the
results. For the baseline BERTimbau models (BERTimbau-Base and BERTimbau-
Large), each input sentence was fed individually to the model and the correspond-
ing embedding was obtained from the [CLS] token. The similarity score for a pair
of sentences was calculated as the cosine distance between the sentence embed-
dings produced. Then, we compare the cosine similarity directly with the labels
of ASSIN and ASSIN 2 using Pearson correlation. Though cosine distance ranges
differs from the STS score range, normalization and scaling is not necessary since
Pearson correlation only considers the linear relationship between the variables.
Experiments with fine-tuning. In the second part of our experimental anal-
ysis, we assessed the impact in performance when pre-trained models are fine-
tuned for the ASSIN and ASSIN 2 datasets. In detail, we use the available
validation labels to fine-tune the pre-trained models. The developers of SBERT
made available a standard fine-tuning script, with recommended hyperparame-
ters we adopted. For each dataset and model, we ran fine-tuning ten times and
report mean and standard deviation results. Regarding baseline BERTimbau re-
sults, fine-tuning would be computationally unfeasible in the context of this
work. Yet, we remark that the state-of-the-art models [8] are ptBERT-Base and
ptBERT-Large networks that have been fine-tuned for the ASSIN and ASSIN 2
datasets. As such, these models serve as reference for BERT results, though
mean and standard deviation have been reported only for five repetitions.

Given the large number of models we consider, our complete set of results
is provided as supplementary material [2]. In the next sections, we discuss the
most relevant insights we observe in our assessment.

5 Results

As previously discussed, contextual embeddings are usually produced from pre-
trained or fine-tuned language models. In our setup, we have isolated experiments
without and with fine-tuning for STS in Portuguese. Below, we discuss the most
relevant insights observed for each part of our investigation.
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5.1 Pre-trained models without fine-tuning for STS in Portuguese

In order of appearance in Table 1, literature results are given at the top, as
previously detailed. The following two models are also taken as baseline. In
detail, BERTimbau-Base and BERTimbau-Large are the BERTimbau models that
have been pre-trained in Portuguese. Remaining models are SBERT approaches.
Given the compatibility between BERT and SBERT, we include SBERT re-
sults where weights were obtained from BERTimbau models, which we refer to
as ptBERT-Base (SBERT) and ptBERT-Large (SBERT). Finally, Table 1 lists
the multilingual SBERT models, namely 〈XLM-R, SBERT, NLI+STS〉, 〈XLM-R,
SBERT, Paraphrases〉 and 〈XLM-R, SBERT, Cross-EN-DE〉. Next, we discuss the
main insights observed in this part of our investigation.

Portuguese pre-trained models did not produce competitive results w.r.t.
workshop or literature results. A direct comparison between models that use
BERTimbau weights showed that SBERT models in general achieved better re-
sults than their BERT counterparts. This result is interesting considering that
the only difference between them is that embeddings from BERT models are
obtained from the [CLS] special token, whereas SBERT is average pooling all
BERT output embeddings. Another important insight is that not always the
Large version outperformed its Base counterpart. This is likely explained by the
checkpoints used by Neuralmind for BERTimbau model training. As discussed in
Section 4, a multilingual BERT checkpoint was used to warm start Base training,
whereas Large models were warm-started with an English BERT checkpoint.
Multilingual pre-trained models produced competitive results w.r.t. results
from the participating teams of the shared tasks. This is true for nearly all
datasets and multilingual models considered, with two major exceptions. First,
the 〈XLM-R, SBERT, NLI+STS〉 model is unable to match workshop results for
any of the datasets considered, though its teacher-model had been originally
trained for NLI and STS tasks. Second, no model is able to match the perfor-
mance of ASSIN 2 workshop results. Among the SBERT versions, the one that
shows the most consistent performance is the one fine-tuned for Cross-EN-DE
STS. This indicates that fine-tuning for multilingual tasks is helpful, as expected.
Yet, without a specific fine-tuning for STS in Portuguese, even this model can-
not match state-of-the-art results [8]. Indeed, in this part of the investigation all
SBERT results fall short of the state-of-the-art for all datasets considered.

5.2 Pre-trained models with fine-tuning

Results obtained with fine-tuned models are displayed at the bottom part of
Table 1. Models are given in the same order as the pre-trained models. Below,
we discuss the main insights from this analysis.

Benefits of fine-tuning. The performance gains provided by fine-tuning are
considerable for all algorithms. In fact, all models now (numerically) outperform
the best results achieved during the ASSIN and ASSIN 2 tasks. To evidence
the performance gains provided by fine-tuning, the boxplots in Figure 3 show
the average performance of all SBERT models with and without fine-tuning,
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Fig. 3: Performances of pre-trained models with and without fine-tuning.

Fig. 4: Homogeneity of results with (blue) and without (red) fine-tuning

grouped by dataset. In addition to improving average performance, fine-tuning
also reduces variability to a significant extent, especially on ASSIN PT-PT.
Comparison with the state-of-the-art. Results differ as a function of shared
task. Multilingual SBERT models numerically surpass the state-of-the-art results
according to Pearson correlation and/or MSE on ASSIN 2. Remaining models
also get closer to the state-of-the-art for this task, confirming the expected ben-
efits from SBERT and fine-tuning. For ASSIN PT-BR and ASSIN PT-PT, the
best results showed by SBERT models are not yet competitive.
Homogeneity of results. In the absence of fine-tuning (pre-trained section
in Table 1) results were very contrasting among different models. Conversely,
all fine-tuned models have produced results that are much closer to each other.
We illustrate this increased homogeneity for ASSIN 2 results in Figure 4, where
average pre-trained model performance is given in red and average fine-tuned
model performance is given in blue, grouped by model and sorted by fine-tuned
performance. For this dataset, even BERTimbau models lead to a competitive
performance after fine-tuning.

Overall, results discussed in this section confirmed the benefits of adopting
SBERT and fine-tuning for STS in Portuguese. For the ASSIN 2 dataset, multi-
lingual models even numerically surpass the current state-of-the-art. In the next
section, we further investigate results to understand these benefits.

6 Further analysis

To better understand some of the insights observed in the previous section, we
initially conduct a qualitative assessment, regarding both (i) fine-tuning and
(ii) language variant effects. Moreover, we run additional experiments to assess
the benefits of multiple language variants in the fine-tuning setup.
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Table 2: ASSIN 2 sentence pair examples with their scores illustrating changes
in cosine similarity before and after fine-tuning 〈XLM-R, SBERT, Paraphrases〉.

Sentence pairs Score Before After

Examples of sentence similarities that improved after fine-tuning

S1: ‘‘A senhora está pegando o canguru.” 2.0 3.9 2.0S2: “Um canguru está pegando o bebê da senhora.”

S1: “Uma senhora asiática está colocando maquiagem.” 4.0 2.2 4.1S2: “A senhora está se maquiando.”

S1: “A senhora está limpando um camarão” 4.0 2.6 4.1S2: “Alguém está limpando um animal”

Examples of sentence similarities that deteriorated after fine-tuning

S1: “Um homem está colocando um dispositivo eletrônico.” 1.9 1.9 3.4S2: “O homem está tirando uma foto dele mesmo e de outro cara.”

S1: “Um homem está dançando.” 1.2 1.1 2.4S2: “Não tem nenhuma mulher se exercitando.”

S1: “A senhora está andando de elefante.” 3.8 3.5 4.8S2: “O elefante está sendo montado pela senhora.”

6.1 Fine-tuning effects

We select a few sentence pairs to illustrate fine-tuning effects on 〈XLM-R, SBERT,
Paraphrases〉 results, the SBERT model that performed best in our experiments.
Table 2 gives six sentence pair examples with their expected scores and cosine
similarities before and after fine-tuning for STS in Portuguese. For the first three
pairs, results were improved by fine-tuning. Indeed, fine-tuned results become
very close to the expected score, whereas pre-trained results were very off.

By contrast, results obtained with fine-tuning for the latter three sentence
pairs in Table 2 are worse than when fine-tuning is not adopted. In the first
deterioration example, we believe the model misinterprets the terms “colocando”
(putting) e “tirando” (taking), which can be used as antonyms but not in the
context “tirando uma foto” (taking a picture). In the second example, we believe
the model misinterprets a negation quantifier “Não tem nenhuma mulher” (no
woman) with an opposition adverb (not a woman), which renders both sentences
less semantically different. Future analysis could also investigate the impact of
double negatives in this case, as multilingual models need to deal with such
differences between languages. Finally, in the last example the only differences
between sentences regard (i) active versus passive sentence form, and (ii) whether
“montando” refers to getting on or riding an animal. Since both interpretations
are possible, we believe that the ASSIN 2 example could be considered noisy.

6.2 Language variant effects

With the exception of the state-of-the-art, all algorithms assessed for ASSIN
datasets in the literature and also here are unable to perform their best for
the European and Brazilian Portuguese variants at the same time. We illustrate
this with sentence pairs given in Table 3. The two top-most sentence pairs are
obtained from ASSIN PT-BR, and the two bottom-most from ASSIN PT-PT.
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Table 3: ASSIN PT-BR (top) and PT-PT (bottom) pairs with their scores illus-
trating fine-tuning 〈XLM-R, SBERT, Paraphrases〉 for different language variants.

Sentence pairs Score BR PT

ASSIN PT-BR examples

“O show está previsto para começar às 17h.” 1.8 1.5 3.0“A atração acontece a partir das 12h.”

“Já para 2016, a previsão dos economistas recuou de 5,6% para 5,51%.” 2.2 2.2 3.5“A mediana das estimativas passou de 5,76% para 5,71%.”

ASSIN PT-PT examples

“Noruega e Roménia defrontam-se ainda esta quinta-feira no Pavilhão Municipal da Póvoa
de Varzim. 2.0 1.5 2.5“Os bilhetes para os jogos que decorrerão no Pavilhão Muncipal da Póvoa do Varzim são
gratuitos.”

“A companhia aérea brasileira Azul lança a 4 de maio o seu primeiro voo regular para a
Europa.” 4.0 3.1 3.9
“O voo inaugural da Azul acontece já a 4 de maio.”

Sentences selected in European Portuguese respectively illustrate vocabulary
and grammatical differences between the language variants. Beside expected
scores, similarities computed by 〈XLM-R, SBERT, Paraphrases〉 when fine-tuned
for ASSIN PT-BR and ASSIN PT-PT are also given. Results for the model fine-
tuned for ASSIN PT-BR are better on that dataset. The symmetrical situation
is observed for the ASSIN PT-PT dataset.

The better performance of models fine-tuned for the given language variant
is expected. We then conduct additional experiments to understand the impact
of fine-tuning 〈XLM-R, SBERT, Paraphrases〉 for the three ASSIN and ASSIN 2
datasets altogether. We report mean values for ten repetitions, and provide stan-
dard deviations as supplementary material [2] given the very low variability ob-
served in the results. Results differ as a function of the target testing dataset.
For ASSIN PT-BR and ASSIN 2, results are not changed, except for MSE on the
latter, reduced from 0.43 to 0.41. Regarding ASSIN PT-PT, results are strongly
improved, with Pearson coefficient correlation increasing from 0.77 to 0.81 and
MSE reducing from 0.52 to 0.49.

The qualitative assessment conducted in this section helped further under-
stand the benefits of fine-tuning and the potential impacts of different language
variants. Even if improved results did not match the state-of-the-art for the
ASSIN PT-PT dataset, they shed light into promising future work directions.

7 Conclusions

Semantic textual similarity (STS [11]) is a core research problem in natural lan-
guage processings (NLP) studies. This is evidenced by the (i) international efforts
promoting STS shared tasks [12, 5] and (ii) the fact that several novel contextual
embedddings recently proposed have been benchmarked on this problem [17]. In
the context of the Portuguese language and its variants, ASSIN and ASSIN 2
are the most relevant shared tasks identified [9, 15], for which BERT embeddings
comprise the current state-of-the-art [8]. In this work, we have investigated the
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application of the Sentence-BERT (SBERT [17]) architecture to STS in Por-
tuguese. SBERT addresses scalability issues in BERT networks, and has been
successfully applied and open-source also for multilingual applications [18].

Our contributions were two-fold. In the first part of this work, we assessed
Portuguese and multilingual SBERT models, demonstrating that the latter
present competitive performance w.r.t. shared task results even without fine-
tuning. This can be very useful to data professionals who need to address this
problem in unsupervised learning scenarios, as typical in real-world applications.
In the second part, we demonstrated that fine tuning SBERT led to improve-
ments in all previous results. The multilingual models of SBERT once again
stood out and this time surpassed the state-of-the-art for the ASSIN 2 dataset.

Further analysis indicated promising future work possibilities. In detail, we
have observed situations where fine-tuning worsened results, an indication that
pre-training SBERT models in Portuguese could lead to yet better results. More
importantly, we have discussed the impact of language variants, which we be-
lieve should be taken into consideration either for pre-training or fine-tuning.
We evidenced this possibility with additional experiments that further improved
the performance on European Portuguese for the best-performing SBERT mul-
tilingual model.

The contributions discussed in this paper further highlight that other contex-
tual embeddings such as XLNet [24] need to be assessed in the context of STS in
Portuguese. In this sense, we believe our work is instrumental to motivate more
research groups addressing NLP problems in Portuguese. This is the purpose of
shared tasks, especially given the computational cost of the experimental cam-
paigns involved in deep learning assessment for NLP applications. Even more
interesting is stirring the interest of researchers proposing novel NLP models to
the Portuguese language, given that the differences between Portuguese variants
impacts on the results for most models considered.
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