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Abstract. Vital to the increased rigour (and hence reliability) of Agent-based 
modelling are various kinds of model comparison. The reproduction of simula-
tions is an essential check that models are as they are described. Here we argue 
that we need to go further and carry out large-scale, systematic and persistent 
model comparison – where different models of the same phenomena are com-
pared against standardised data sets and each other. Lessons for this programme 
can be gained from the Model Intercomparison Projects (MIP) in the Climate 
Community and elsewhere. The benefits, lessons and particular difficulties of 
implementing a similar project in social simulation are discussed, before sketch-
ing what such a project might look like. It is time we got our act together! 

Keywords: model inter-comparison, policy modelling, replication, reproduc-
tion, IPCC, ABM, verification, COVID-19 

1 Model Comparison, Alignment, Replication and 
Reproduction 

The replicability of real-world experiments has long been a cornerstone of science. 
However, the recent “replication crisis” in psychology (for an account see [19]) has 
brought this issue to the fore. In that context, replication means that if you followed the 
whole reported process of an experiment – selecting subjects, doing the experiment, 
analysing the results, etc. – you would come to the same conclusions as the original. A 
set of overlapping ideas has been imported into the world of Agent-Based Modelling 
(ABM) [2, 5, 8], but the introduction of an artefact (the simulation model) adds a new 
stage to the sequence linking ideas to evidence (which implies some new distinctions). 
In computer science there are two sides to checking any code: (a) the verification of the 
code – that the code complies with its specification and (b) the validation of the code – 
that the code achieves its goals when implemented and used in practice. In ABM, the 
code is the computer simulation, so these translate as two processes: (a) checking the 
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code complies to its description including whether there are any hidden assumptions, 
bugs, etc. and (b) checking that the model relates to observed data in a way that supports 
the conclusions drawn from the modelling exercise. Since the replication crisis in psy-
chology, there has been more focus on these kinds of processes, resulting in new termi-
nology. These days we distinguish between reproduction which means re-coding the 
ABM from its description and checking one gets essentially the same results (to check 
(a)) and replication which also checks the validation (b). Thus, whilst [2] talks about 
‘aligning’ simulation models and [5] talks about ‘replicating’ simulation models, under 
modern terminology these would both be ‘reproducing’ simulations. Axtell et al. [2] is 
the first reported case of model reproduction we know of, showing that reproducing 
even simple models uncovers assumptions and differences. Edmonds and Hales [5] in-
dependently reproduced a simple published model [24] into two, very different, pro-
gramming languages and then checked these two reproductions against each other (as 
well as the reported results) and showed that the original authors had a flawed under-
standing of their own model, changing its interpretation. Hales [15] argues for a system 
of “replication-first” publication, whereby the model reported on is independently re-
produced before it is published in order to ensure the completeness and reliability of 
reports on ABM research. Chattoe-Brown et al. [8] argues that the reproduction of mod-
els is an essential check before any policies should be based on their results. 

 One important reason for these terminological challenges, which suggests that 
further analysis will be needed, is that models (and science generally) differ in the ex-
tent to which publication can serve as an effective summary of the actual research pro-
cess. A publication, like a model, is to some extent an artefact to which the issues of 
verification and validation apply. Psychological experiments and “toy” ABM are such 
that they might be accurately reported in a standard article for the purposes of model 
duplication (though there is also a problem about whether this reporting is adequately 
performed in practice – see [25]). If code is made available (which it often isn’t) then a 
replication attempt can be directly checked. But for complicated models involving large 
scale data it may simply not be realistic to “make the model again” and other methods 
of establishing correspondence may be necessary [5]. 

 Model alignment, replication and reproduction are important examples of a 
wider class of model-to-model analysis [16]. This includes two important cases: meta-
modelling and model comparison. Meta-modelling is where one models an existing 
model using another – for example, one might model a complex, descriptive ABM with 
a much simpler individual-based model in order to determine what is and is not essential 
for producing the same dynamics (e.g. [18]). Model comparison occurs when we relate 
the outputs of intentionally different models – e.g. in their ability to fit certain target 
sets of data. In this paper we are talking about the latter category of model comparison. 

2 The Need for Model Intercomparison 

The recent COVID-19 crisis has led to a surge of new model development and a re-
newed interest in the use of models as policy tools. While this is in some senses wel-
come, the sudden appearance of many new models presents a problem in terms of their 
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assessment, the appropriateness of their application and reconciliation of any differ-
ences in outcome. Even if they appear similar, their underlying assumptions may differ, 
their initial data might not be the same, policy options may be conceptualised in differ-
ent ways, stochastic effects explored to varying extents, and model outputs presented 
in any number of different forms. Modelled processes may be disjoint, with some con-
sidering social processes, but others focussed purely on epidemiology, for example, and 
reported outputs may not even be of the same type, with no obvious way to compare 
them. As a result, it can be unclear what aspects of variations in output between models 
are the results of mechanistic, parameter or data differences. Any comparison between 
models is rendered difficult by differences in experimental design and selection of out-
put measures. 

If we wish to do better, we suggest that a more formal approach to making com-
parisons between models would be helpful. However, it appears that this is not com-
monly undertaken in most fields in a systematic and persistent way, except for the field 
of climate change, and closely related fields such as pollution transport or economic 
impact modelling (although efforts are underway to extend such systematic comparison 
to ecosystem models [28, 27]). Examining the way in which this is done for climate 
models may therefore prove instructive. 

3 Some Existing Model Comparison Projects 

2.1 Model Intercomparison Projects (MIP) in the Climate Community 

Formal intercomparison of atmospheric models goes back at least to 1989 [11],  with 
the first atmospheric model inter-comparison project (AMIP), initiated by the World 
Climate Research Programme. By 1999 this had contributions from all significant at-
mospheric modelling groups, providing standardised time-series of over 30 model var-
iables for one particular historical decade of simulation, with a standard experimental 
setup. Comparisons of model mean values with available data helped to reveal overall 
model strengths and weaknesses: no single model was best at simulating all aspects of 
the atmosphere, with accuracy varying greatly between simulations. The model outputs 
also formed a reference base for further inter-comparison experiments including targets 
for model improvement and reduction of systematic errors, as well as a starting point 
for improved experimental design, software and data management standards and pro-
tocols for communication and model intercomparison. This led to AMIPII and, subse-
quently, to a series of Climate model inter-comparison projects (CMIP) beginning with 
CMIP I in 1996. The latest iteration (CMIP 6) is a collection of 23 separate model 
intercomparison experiments covering atmosphere, ocean, land surface, geo-engineer-
ing, and the paleoclimate. This collection is aimed at the upcoming 2021 IPCC process 
(AR6). Participating projects go through an endorsement process for inclusion, (a pro-
cess agreed with modelling groups), based on 10 criteria designed to ensure some de-
gree of coherence between the various models – a further 18 MIPS are also listed as 
currently active [6]. Groups contribute to a central set of common experiments covering 
the period 1850 to the near-present. An overview of the process can be found in [10].  
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The current structure includes a set of three overarching questions covering the 
dynamics of the earth system, model systematic biases and understanding possible fu-
ture change under uncertainty. Individual MIPS may build on this to address one or 
more of a set of 7 “grand science challenges” associated with the climate. Modelling 
groups agree to provide outputs in a standard form, obtained from a specified set of 
experiments under the same design, and to provide standardised documentation to go 
with their models. Originally (up to CMIP 5), outputs were then added to a central 
public repository for further analysis, however the output grew so large under CMIP6 
that now the data is held dispersed over repositories maintained by separate groups. 

2.2 Other Examples 

Firstly, an informal network collating models across more than 50 research groups has 
already been generated as a result of the COVID-19 crisis –  the Covid Forecast Hub 
[7]. This is run by a small number of research groups collaborating with the US Centre 
for Disease Control and is strongly focussed on epidemiological aspects. Participants 
are encouraged to submit weekly forecasts, and these are integrated into a data reposi-
tory and can be visualised on the website – viewers can look at forward projections, 
along with associated confidence intervals and model evaluation scores, including those 
for an ensemble of all models. The focus on forecasts in this case arises out of the strong 
policy drivers for the current crisis, but the main point is that it is possible to immedi-
ately view measures of model performance and to compare the different model types: 
one clear message that rapidly becomes apparent is that many of the forward projections 
have 95% (and at some times, even 50%) confidence intervals for incident deaths that 
more than span the full range of the past historic data. The benefit of comparing many 
different models in this case is apparent, as many of the historic single-model projec-
tions diverge strongly from the data (and the models most in error are not consistently 
the same ones over time), although the ensemble mean tends to be better. 

As a second example, one could consider the Psychological Science Accelerator 
(PSA) [20, 23]. This is a collaborative network set up with the aim of addressing the 
“replication crisis” in psychology: many previously published results in psychology 
have proved problematic to replicate as a result of small or non-representative sampling 
or use of experimental designs that do not generalise well or have not been used con-
sistently either within or across studies. The PSA seeks to ensure accumulation of reli-
able and generalisable evidence in psychological science, based on principles of inclu-
sion, decentralisation, openness, transparency and rigour. The existence of this network 
has, for example, enabled the reinvestigation of previous experiments but with much 
larger and less nationally biased samples (e.g. [17]). 
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3 The Benefits of the Intercomparison Exercises and 
Collaborative Model Building 

More specifically, long-term intercomparison projects help to achieve the following. 

• Build on past effort. Rather than modellers re-inventing the wheel (or building a new 
framework) with each new model project, libraries of well-tested and documented 
models, with data archives, including code and experimental design, would allow 
researchers to more efficiently work on new problems, building on previous coding 
effort 

• Aid replication. Focussed long term intercomparison projects centred on model re-
sults with consistent standardised data formats would allow new versions of code to 
be quickly tested against historical archives to check whether expected results could 
be recovered and where differences might arise, particularly if different modelling 
languages and approaches (compartmental, system dynamics, ABM) were being 
used 

• Help to formalise. While informal code archives can help to illustrate the methods 
or theoretical foundations of a model, intercomparison projects help to understand 
which kinds of formal model might be good for particular applications, and which 
can be expected to produce helpful results for given desired output measures 

• Build credibility. A continuously updated set of model implementations and assess-
ment of their areas of competence and lack thereof (as compared with available da-
tasets) would help to demonstrate the usefulness (or otherwise) of ABM as a way to 
represent social systems 

• Influence Policy (where appropriate). Formal international policy organisations such 
as the IPCC or the more recently formed IPBES are effective partly through an un-
derpinning of well tested and consistently updated models. As yet it is difficult to 
see whether such a body would be appropriate or effective for social systems, as we 
lack the background of demonstrable accumulated and well tested model results. 

4 Lessons for ABM? 

What might we be able to learn from the above, if we attempted to use a similar process 
to compare ABM policy models?  

1. The projects started small and grew over time: it would not be necessary, for exam-
ple, to cover all possible ABM applications at the outset. On the other hand, the latest 
CMIP iterations include a wide range of different types of model covering many 
different aspects of the earth system, so that the breadth of possible model types need 
not be seen as a barrier. There are several good arguments (current interest, policy 
relevance, intellectual challenge, plentiful “raw material”) for using pandemic policy 
as a demonstrator for this approach which could then – or in parallel – be expanded 
to other “significant” areas of ABM like opinion dynamics and land use modelling. 
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2. The climate inter-comparison project has persisted for about 30 years – over this 
time many models have come and gone, but the history of inter-comparisons allows 
for an overview of how well these models have performed over time – data from the 
original AMIP I models is still available on request, supporting assessments con-
cerning long-term model improvement.  

3. Although climate models are complex – implementing a variety of different mecha-
nisms in different ways – they can still be compared by use of standardised outputs, 
and at least some (although not necessarily all) have been capable of direct compar-
ison with empirical data. Thus the approach proposed here (unlike strict replication) 
is not limited to the analysis of models simple enough to be well described in a single 
article. 

4. An agreed experimental design and public archive for documentation and output that 
is stable over time is needed; this needs to be done via a collective agreement among 
the modelling groups involved so as to ensure a long-term buy-in from the commu-
nity as a whole, so that there is a consistent basis for long-term model development, 
building on past experience. This may mean a degree of compromise between groups 
on what models include and report, so as to avoid problems models that are in fact 
conceptually incompatible,  or with outputs that are incommensurable. 

The community has already established a standardised form of documentation in the 
ODD protocol and is working on further standardisation as methodology develops, in 
empirical modelling for example [25]. Sharing of model code is also becoming routine, 
and can be easily achieved through COMSES, Github or similar. The sharing of data in 
a long-term archive may require more investigation. As a starting project COVID-19 
provides an ideal opportunity for setting up such a model inter-comparison project – 
multiple groups already have running examples, and a shared set of outputs and exper-
iments should be straightforward to agree on. (There will also be huge amounts of data, 
for example on policy across countries, from which to devise effective comparisons. 
This also suggests novel research designs. Can a model fitted on one country predict 
what happened in another for example?) This would potentially form a basis for for-
ward looking experiments designed to assist with possible future pandemic problems 
(including the need for novel forms of data about things like dynamic contact), and a 
basis on which to build further features into the existing disease-focussed modelling, 
such as the effects of economic, social and psychological issues.  

5 Additional Challenges for ABMs of Social Phenomena 

Nobody supposes that modelling social phenomena is going to have the same set of 
challenges that climate change models face. Some of the differences include: 

• The availability of good data. Social science is bedevilled by a paucity of the right 
kind of data. Although an increasing amount of relevant data is being produced, there 
are commercial, ethical and data protection barriers to accessing it and the data rarely 
concerns the same set of actors or events. 
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• The understanding of micro-level behaviour. Whilst the micro-level understanding 
of our atmosphere is very well established, that of the behaviour of the most im-
portant actors (humans) is not. However, it may be that better data (or more attention 
to the appropriate use of qualitative methods) might partially substitute for a generic 
behavioural model of decision-making. 

• Agreement upon the goals of modelling. Although there will always be considerable 
variation in terms of what is wanted from a model of any particular social phenom-
ena, a common core of agreed objectives will help focus any comparison and give 
confidence via ensembles of projections. Although the MIPs and Covid Forecast 
Hub are focussed on prediction, it may be that empirical explanation may be more 
important in other areas. An additional challenge here is a “higher level” agreement 
that whatever aims a model has, these should be subject to scientific assessment. Not 
all ABM should be empirical necessarily, but empirical ABM do have a clear meth-
odology which some other approaches seem to lack. 

• The available resources. ABM projects tend to be add-ons to larger endeavours and 
based around short-term grant funding. The funding for big ABM projects is yet to 
be established, not having the equivalent of weather forecasting to piggy-back on. In 
fact, there may be a Catch-22 here. In order to show what ABM can achieve (and 
render it suitable for significant ongoing funding by interested policy makers) it may 
have to self-organise the sort of project that would normally require significant on-
going funding. 

• Persistence of modelling teams/projects. ABM tends to be quite short-term with each 
project developing a new model for a new project. This has made it hard to keep 
good modelling teams together.  

• Deep uncertainty. Whilst the set of possible factors and processes involved in a cli-
mate change model are well established, the basis on which particular mechanisms 
should feature in a model of any particular social phenomena is currently unclear 
(but see [4] for an preliminary attempt to investigate this issue). To take a relevant 
example from COVID-19, network approaches are clearly important to many social 
interactions (visiting the houses of others) but not to all (whether you catch COVID-
19 in a shop). While the “compartmental” approach is good at representing the tran-
sitions of individuals through disease states it fails to allow for the fundamentally 
social (not physiological) role of agency and policy in changing some of these tran-
sitions. Unfortunately, deep disagreements about the assumptions which models re-
quire are often bundled with the agendas of different research methods and model-
ling approaches and the arbitrary exclusion of mechanisms on theoretical or tech-
nical grounds can lead to sharp divergences in outcome. Whilst uncertainty in known 
mechanisms can be quantified, assessing the impact of deep uncertainty and the risk 
of this kind of mis-specification is much harder. 

• The sensitivity of the political context. Even in the case of Climate Change, where 
the assumptions made are relatively well understood and can be justified on objec-
tive bases, the modelling exercise and its outcomes can be politically contested. In 
other areas, where the representation of people’s behaviour might be key to model 
outcomes, this challenge will need even more attention [1]. 
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However, some of these problems were solved in the case of Climate Change as a result 
of the CMIP exercise itself and the reports it ultimately resulted in. Over time the de-
velopment of the models also allowed for a broadening and updating of modelling 
goals, starting from a relatively narrow initial set of experiments. Ensuring the persis-
tence of individual modelling teams is easier in the context of an internationally recog-
nised comparison project, because resources may be easier to obtain, and there is a 
consistent central focus. The modelling projects became longer-term as individual re-
searchers could establish a career just doing climate change modelling and the im-
portance of this work increasingly recognised as it became more obviously successful. 
An ABM modelling comparison project might help solve some of these problems as 
the importance of its work is established but it would require us to stop telling people 
that ABM is important and show them it is. 

6 Towards an Initial Proposal 

Clearly, there are a number of things that could increase the rigour, and hence the reli-
ability, of agent-based modelling. These include better (standardised and more compre-
hensive) documentation of different aspects of models [12, 13, 14], free access to the 
source code of simulations [22, 26], the organised reproduction of important models [5, 
15], being clearer about how data is used [25] as well as the purpose of a model [9], 
and a “reproduction first” system [15]. However, as argued above, we also need coor-
dinated, large-scale, systematic and persistent model comparison projects. In this sec-
tion we sketch what this might look like. 

The topic chosen for this project should be something where there: (a) is potentially 
enough public interest to justify the effort, (b) there are a number of models with a 
similar purpose in mind being developed. At the current stage, this suggests dynamic 
models of COVID-19 spread, although this may  not be a topic of interest for much 
longer: Whether COVID-19 is a “short term” issue is debatable given the current course 
of the virus, long-covid, vaccine escape, evolution of new variants and the high level if 
infection world-wide (and arguably still requires careful long-term modelling). How-
ever, the level of current interest among policy makers does not alleviate the responsi-
bility to make models that are capable of representing events that might become policy 
relevant: it has been suggested for years, for example, that a pandemic was coming, 
(see e.g. [29]) but when it appeared, little was ready to go by way of models that could 
deal with the social or economic aspects (and indeed this still seems to be the case, even 
after 2 years of pandemic). Policy makers continue to show little interest in addressing 
issues that could cause further global crises (global poverty, the biodiversity crisis, 
chemical pollution, planetary boundaries in general, or whether exponential economic 
growth is possible or sensible on a finite planet), but this makes it more, rather than less 
urgent, to have credible models well-tested models available. Even without considering 
global crises, there are other possibilities including: transport models (where people go 
and who they meet) or criminological models (where and when crimes happen). 
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Whichever ensemble of models is chosen, these models should be compared using a 
core of standards: 

• The same start and end dates (but not necessarily the same temporal granularity) 
• Covering the same set of regions or cases 
• Using the same population data (though possibly enhanced with extra data and 

maybe scaled population sizes) 
• With the same initial conditions in terms of the population 
• Outputting a core of agreed measures (but maybe others as well) 
• Checked against their agreement with a core set of cases (with agreed data sets) 
• Reported in a standard format (though with a discussion section for further/other 

observations) 
• Well documented and with code that is open access 
• Run a credible of times with different random seeds 

Any modeller/team that had a suitable model and was willing to adhere to the rules 
would be welcome to participate (commercial, government or academic) and these 
teams would collectively decide the rules and development of the exercise (along with 
writing any reports on the resulting comparisons). Other interested stakeholder groups 
could be involved including professional/academic associations, NGOs and govern-
ment departments but in a consultative role providing wider critique. It is important that 
the framework and reports from the exercise be independent or any particular interest 
or authority. 

7 Conclusion 

We call upon those who think ABMs have the potential to usefully inform policy deci-
sions to work together, in order that the transparency and rigour of our modelling 
matches our ambition. Whilst model comparison exercises of various kinds are im-
portant for any simulation work, particular care needs to be taken when the outcomes 
can affect people’s lives. Let us get our act together! 
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