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Abstract This paper studies optimal-area visibility representations of
n-vertex outer-1-plane graphs, i.e. graphs with a given embedding where
all vertices are on the boundary of the outer face and each edge is
crossed at most once. We show that any graph of this family admits
an embedding-preserving visibility representation whose area is O(n1.5)
and prove that this area bound is worst-case optimal. We also show
that O(n1.48) area can be achieved if we represent the vertices as L-
shaped orthogonal polygons or if we do not respect the embedding but
still have at most one crossing per edge. We also extend the study to
other representation models and, among other results, construct asymp-
totically optimal O(n pw(G)) area bar-1-visibility representations, where
pw(G) ∈ O(logn) is the pathwidth of the outer-1-planar graph G.

Keywords: Visibility Representations · Outer-1-plane Graphs · Opti-
mal Area

1 Introduction

Visibility representations are one of the oldest topics studied in graph drawing:
Otten and van Wijk showed in 1978 that every planar graph has a visibility
representation [40]. A rectangle visibility representation consists of an assignment
of disjoint axis-parallel boxes to vertices, and axis-parallel segments to edges in
such a way that edge-segments end at the vertex boxes of their endpoints and do
not intersect any other vertex boxes. (They can hence be viewed as lines-of-sight,
though not every line-of-sight needs to give rise to an edge.)

Vertex-boxes are permitted to be degenerated into a segment or a point
(in our pictures we thicken them slightly for readability). The construction by
Otten and van Wijk is also uni-directional (all edges are vertical) and all vertices

? Work of TB supported by NSERC; FRN RGPIN-2020-03958. Work of GL sup-
ported by MIUR, grant 20174LF3T8 “AHeAD: efficient Algorithms for HArnessing
networked Data”. Work of FM supported by Dipartimento di Ingegneria, Università
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are bars (horizontal segments or points). Multiple other papers studied uni-
directional bar-visibility representations and showed that these exist if and only
if the graph is planar [26,44,41,43].

Unless otherwise specified, we assume throughout this paper that any visi-
bility representation Γ (as well as the generalizations we list below) are on an
integer grid. This means that all corners of vertex polygons, as well as all attach-
ment points (places where edge-segments end at vertex polygons) have integer
coordinates. The height [width] of Γ is the number of grid rows [columns] that
intersect Γ . The area of Γ is its width times its height. Any visibility represen-
tation can be assumed to have area O(n2) (see also Obs. 1). Efforts have been
made to obtain small constants factors [30,34].

In this paper, we focus on bi-directional rectangle visibility representations,
i.e., both horizontally and vertically drawn edges are allowed. For brevity we
drop ‘bi-directional’ and ‘rectangle’ from now on. Recognizing graphs that have
a visibility representation is NP-hard [42]. Planar graphs have visibility represen-
tations where the area is at most n2, and Ω(n2) area is sometimes required [32].
For special graph classes, o(n2) area can be achieved, such as O(n·pw(G)) area
for outer-planar graphs [5] (here pw(G) denotes the pathwidth of G, defined
later), and O(n1.5) area for series-parallel graphs [4]. The latter two results do
not give embedding-preserving drawings (defined below).

Variations of visibility representations. For graphs that do not have visibility
representations (or where the area-requirements are larger than desired), other
models have been introduced that are similar but more general. One option is
to increase the dimension, see e.g. [16,1,2]. We will not do this here, and in-
stead allow more complex shapes for vertices or edges. Define an orthogonal
polygon [polyline] to be a polygon [polygonal line] whose segments are horizon-
tal or vertical. We use OP as convenient shortcut for ‘orthogonal polygon’. All
variations that we study below are what we call OP-∞-orthogonal drawings.3

Such a drawing is an assignment of disjoint orthogonal polygons P (·) to vertices
and orthogonal poly-lines to edges such that the poly-line of edge (u, v) con-
nects P (u) and P (v). Edges can intersect each other, and they are specifically
allowed to intersect arbitrarily many vertex-polygons (hence the “∞”), but no
two edge-segments are allowed to overlap each other. The vertex complexity is the
maximum number of reflex corners in a vertex-polygon, and the bend complexity
is the maximum number of bends in an edge-poly-line.

One variation that has been studied is bar-(k, j)-visibility representation,
where vertices are bars, edges are vertical line segments, edges may intersect
up to k bars that are not their endpoints, and any vertex-bar is intersected by
at most j edges that do not end there. Bar-(k,∞)-visibility representations
were introduced by Dean et al. [21], and testing whether a graph has one is NP-
hard [19]. All 1-planar graphs have a bar-(1, 1)-visibility representation [17,28].

3 We do not propose actually drawing graphs in this model (its readability would not
be good), but it is convenient as a name for “all drawing models that we study here”.



In this paper, we will use bar-1-visibility representation as a convenient shortcut
for “unidirectional bar-(1, 1)-visibility representation”.

Another variation is OP visibility representation, where edges must be hor-
izontal or vertical segments that do not intersect vertices except at their end-
points. OP visibility representations were introduced by Di Giacomo et al. [24]
and they exist for all 1-planar graphs. There are further studies, considering the
vertex complexity that may be required in such drawings [18,24,29,38,39].

Finally, there are orthogonal box-drawings, where vertices must be boxes and
edges do not intersect vertices except at their endpoints. We will not review the
(vast) literature on orthogonal box-drawings (see e.g. [11,14] and the references
therein), but they exist for all graphs.

All OP-∞-orthogonal drawings can be assumed to have area O(n2) (assuming
constant complexity and O(n) edges), see also Obs. 1. We are not aware of any
prior work that tries to reduce the area to o(n2) for specific graph classes.

Drawing outer-1-planar graphs. An outer-1-planar graph (first defined by Eggle-
ton [27]) is a graph that has a drawing Γ in the plane such that all vertices are
on the infinite region of Γ and every edge has at most one crossing. We will not
review the (extensive) literature on their superclass of 1-planar graphs here; see
e.g. [37] or [25,36] for even more related graph classes. Outer-1-planar graphs
can be recognized in linear time [35,3]. All outer-1-planar graphs are planar [3],
and so can be drawn in O(n2) area, albeit not embedding-preserving.

Very little is know about drawing outer-1-planar graphs in area o(n2). Auer
et al. [3] claimed to construct planar visibility representations of area O(n log n),
but this turns out to be incorrect [7] since some outer-1-planar graphs require
Ω(n2) area in planar drawings. Outer-1-planar graphs do have orthogonal box-
drawings with bend complexity 2 in O(n log n) area [7].

Our results. We study visibility representations (and variants) of outer-1-planar
graphs, especially drawings that preserve the given outer-1-planar embedding.
Table 1 gives an overview of all results that we achieve. As our main result, we
give tight upper and lower bounds on the area of embedding-preserving visibility
representations (Section 3 and 4): It is Θ(n1.5). We find it especially interesting

drawing-style e-p lower bound upper bound

visibility representation 3 Ω(n1.5) [Thm. 1] O(n1.5) [Thm. 3]

complexity-1 OP vis.repr. 3 Ω(n pw(G)) [Thm. 6] O(n1.48) [Thm. 4]

1-bend orth. box-drawing 3 Ω(n pw(G)) [Thm. 6] O(n1.48) [Thm. 4]

visibility representation 7 Ω(n pw(G)) [Thm. 6] O(n1.48) [Thm. 4]

bar visibility representation 3 Ω(n2) [Thm. 2] O(n2) [Thm. 5]

bar-1-visibility representation 7 Ω(n pw(G)) [Thm. 6] O(n pw(G)) [Thm. 8]

planar visibility representation 7 Ω(n(pw(G)+χ(G))) [Thm.6&7] O(n(pw(G)+χ(G))) [Thm.8]

Table 1. Upper and lower bound on the area achieved in various drawing styles in
this paper. The column title e-p stands for embedding-preserving, pw(G) denotes the
pathwidth of G, χ(G) denotes the number of crossings in the 1-planar embedding.



that the lower bound is neither Θ(n log n) nor Θ(n2) (the most common area
lower bounds in graph drawing results). Also, a tight area bound is not known
for embedding-preserving visibility representations of outerplanar graphs.

We also show in Section 5 that the Ω(n1.5) area bound can be undercut if we
relax the drawing-model slightly, and show that area O(n1.48) can be achieved
in three other drawing models. Finally we give further area-optimal results in
other drawing models in Section 6. To this end, we generalize a well-known lower
bound using the pathwidth to all OP-∞-orthogonal drawings, and also develop
an area lower bound for the planar visibility representations of outer-1-planar
graphs based on the number of crossings in an outer-1-planar embedding. Then
we give constructions that show that these can be matched asymptotically. We
conclude in Section 7 with open problems.

For space reasons we only sketch the proofs of most theorems; a (?) symbol
indicates that further details can be found in the appendix.

2 Preliminaries

We assume familiarity with standard graph drawing terminology [23]. Through-
out the paper, n and m denotes the number of vertices and edges.

A planar drawing of a graph subdivides the plane into topologically connected
regions, called faces. The unbounded region is called the outer-face. An embed-
ding E(G) of a graph G is an equivalence class of drawings whose planarizations
(i.e., planar drawings obtained after replacing crossing points by dummy vertices)
define the same set of circuits that bound faces. An outer-1-planar drawing is a
drawing with at most one crossing per edge and all vertices on the outer-face.
An outer-1-planar graph is a graph admitting an outer-1-planar drawing. An
outer-1-plane graph G is a graph with a given outer-1-planar embedding E(G).
We use χ(G) for the number of crossings in E(G). An outer-1-plane graph G
is plane-maximal if it is not possible to add any uncrossed edge without losing
outer-1-planarity or simplicity. The planar skeleton of an outer-1-plane graph
G, denoted by G, is the graph induced by its uncrossed edges. If G is plane-
maximal, then G is a 2-connected graph whose interior faces have degree 3 or 4
[22]. Let G∗ be the weak dual of G and call it the inner tree of G. Since G is
outer-plane, G∗ is a tree (as the name suggests), and since each face of G has
degree 3 or 4, every vertex of G∗ has degree at most 4. An outer-1-path P is an
outer-1-plane graph whose inner tree P ∗ is a path.

Consider a graph G with a fixed embedding E(G). An OP-∞-orthogonal
drawing is embedding-preserving if (1) walking around each vertex-polygon we
encounter the incident edges in the same cyclic order as in E(G), and (2) no
edge crosses a vertex, and the planarization of the OP-∞-orthogonal drawing
has the same set of faces as E(G). Note that bar-1-visibility representations by
definition violate (2), but we call them embedding-preserving if (1) holds.

Our results will only consider the smaller dimension of the drawing (up to
rotation the height), because the other dimension does not matter (much):



v0 v1 v2 v`

a2 b2a1 b1 a` b`

c2 d2c1 d1 c` d`

v0 v1 v2

a2 b2a1 b1

c2 d2c1 d1

(h− 2)

v`

a` b`

c` d`

(a) H1,` (top), Hh,` (bottom)

v0

(h− 1)

(b) Gh,`

Figure 1. The graph for Lemma 1.

Observation 1. Let Γ be an OP-∞-orthogonal drawing with constant vertex and
bend complexity. Then we may assume that the width and height is O(n+m).

Observation 2. Let Γ be an OP-∞-orthogonal drawing with constant vertex
complexity in a W ×H-grid. Then max{W,H} ∈ Ω(maximum degree of G).

Obs. 1 holds because we can delete empty rows and columns (and was
mentioned for visibility representations in [6]); Obs. 2 holds since some vertex-
polygons must have sufficient width or height for its incident edges. (?)

Remark: In consequence of Obs. 2, if we know a lower bound f(G) on the width
and height of a drawing, then (after adding degree-1 vertices to achieve maximum
degree Θ(n)) we know that any drawing of the resulting graph G′ has (up to
rotation) width Ω(n) and height Ω(f(G)), so area Ω(n f(G)). This is assuming
G′ is within the same graph class and f(G′) ∈ Θ(f(G)); both hold when we
apply this below.

3 Lower bound on the height

In this section, we show that embedding-preserving visibility representations
must have height Ω(

√
n) for some outer-1-plane graphs. A crucial ingredient is

a lemma that studies the case where the height of vertex-boxes is restricted.

Lemma 1. For any h, ` > 0 there exists an outer-1-plane graph Gh,` with O(h·`)
vertices such that any embedding-preserving visibility representation in which
each vertex-box intersects at most h rows, has width and height Ω(`).

Proof. To build graph Gh,`, we first need a graph H1,` with 5` + 1 vertices,
depicted in Fig. 1(a) (top). This graph consists of a path v0, . . . , v` such that at



each edge (vi−1, vi) (for 1 ≤ i ≤ `) there are two attached K4’s {vi−1, ai, bi, vi}
and {vi−1, ci, di, vi} (drawn such that (vi−1, bi) crosses (vi, ai) and (vi−1, di)
crosses (vi, ci)).

Next define Hh,` for h ≥ 2, ` ≥ 1 by taking H1,` and adding 2(`− 1)(h− 2)
vertices of degree 1 (we call these leaves), as shown in Fig. 1(a) (bottom). Namely,
at each vertex vi for 0 < i < `, we add h− 2 leaves between bi and ai+1 (in the
order around vi), and another h − 2 leaves between ci+1 and di. Clearly graph
Hh,` is outer-1-planar.

Graph Gh,` consists of three copies of Hh,`, with the three vertices v0 com-
bined into one, see also Fig. 1(b). Furthermore, add h− 1 leaves at v0 between
any two copies, i.e., between c1 of one copy and a1 of the next copy. Graph Gh,`
has n = 15`+ 1 + 6(`− 1)(h− 2) + 3(h− 1) ∈ Θ(`h) vertices.

v0

v1

a1
b1

c1
d1

rest of Hh,`

h− 2 leaves h− 2 leaves

Figure 2. Illustration for the proof of Lemma 1.

One can argue (?) that inside any embedding-preserving visibility represen-
tation Γ of Gh,`, there exists a copy of Hh,` whose drawing ΓH satisfies (up to
symmetry) the premise of the following claim.

Claim. Let ΓH be an embedding-preserving visibility representation of Hh,` such
that all edges at box P (v0) go downward, with edge (v0, a1) leftmost among
them. Assume that all boxes of ΓH intersect at most h rows. Then ΓH uses at
least `+ 1 rows and P (v0) has width at least 4`+ 1.

Proof. We proceed by induction on `. In the base case (` = 1) we have five
vertical downward edges at v0; this means that the height is at least 2 and P (v0)
must have width at least 5 as required.

Now assume ` ≥ 2 and study the five downward edges from v0 to a1, b1, v1, c1,
d1, see also Fig. 2. The vertical edges (v0, b1) and (v0, d1) are crossed by edges
(a1, v1) and (v1, c1), which means that the latter two edges must be horizontal.
Since (v0, a1) is leftmost, and the embedding is preserved, edge (a1, v1) attaches
on the left side of P (v1) while (v1, c1) attaches on the right side.

The counter-clockwise order of edges at v1 contains h − 1 edges (to b1 and
leaves) between a1 and a2. Since P (v1) intersects at most h rows, and (v1, a1)
attaches on its left side, therefore (v1, a2) can not attach on its left side. Likewise



(v1, c2) can not attach on the right side of P (v1). To preserve the embedding,
therefore the edges from v1 to the rest of Hh,` must be drawn downward from
P (v1), with (v1, a2) leftmost. Also observe that Hh,` \{v0, a1, b1, c1, d1} contains
a copy of Hh,`−1. Applying induction, there are at least ` rows below P (v1), and
P (v1) has width at least 4`−3. Adding at least one row for P (v0), and observing
that P (v0) must be at least four units wider than P (v1) proves the claim.

So the claim holds, and ΓH (and with it Γ ) has width and height Ω(`).

As a consequence, we obtain two lower bound for visibility representation.

Theorem 1. For any N there is an n-vertex outer-1-plane graph with n ≥ N
such that any embedding-preserving visibility representation has area Ω(n1.5).

Theorem 2. For any N there is an n-vertex outer-1-plane graph with n ≥ N
such that any embedding-preserving bar visibility representation has area Ω(n2).

Roughly speaking, Theorem 1 uses G√N,
√
N , with leaves added to have max-

imum degree Θ(n), while Theorem 2 uses G1,N . (?). The bounds then hold by
Lemma 1 and Obs. 2.

4 Optimal Area Drawings

In this section we show how to compute an embedding-preserving visibility rep-
resentation of area O(n1.5) which is tight by Thm. 1. By Obs. 1 it suffices to
construct a drawing of height O(

√
n).

Our construction is quite lengthy, so we mostly sketch it here via figures. We
assume that G is maximal-planar and a reference-edge (s, t) on the outer-face of
G is fixed, and first choose a path π in dual tree G∗ (rooted at the face incident to
(s, t)). Let F ∈ Θ(n) be the size of G∗ (hence the number of inner faces of G). As
shown by Chan for binary trees [20] and generalized by us to arbitrary trees [13],
π can be chosen such that αp+βp ≤ (1−δ)F p, where α [β] is the maximum size
of a left [right] subtree of π, p = 0.48 and δ > 0 is a constant. Define a recursive
function h(F ) = maxα,β{h(α) + h(β)} + O(

√
F ) (with appropriate constants

and base cases). Here the maximum is over all choices of α, β that satisfy the
inequality. We construct a drawing of height h(F ).

So we first discuss how to draw the outer-1-path Pπ whose inner dual is
π, plus all its hanging subgraphs (i.e., maximum subgraphs in G \ Pπ). To do
so, first create a visibility representation of Pπ on 5 rows such that edges with
attached hanging subgraphs are drawn horizontally in the top or bottom row
(see Fig. 3). Assume that each hanging subgraph H has a TCσ,τ -drawing (for
{σ, τ} = {1, 2}), i.e., a drawing where the endpoints of the reference-edge occupy
the Top Corners and have height σ and τ . Then we can easily merge all hanging
subgraphs, after expanding some boxes of Pπ one row outward. The resulting
drawing has height h(α)+h(β)+O(1) since all hanging subgraphs below [above]
correspond to left [right] subtrees of π.4



pathdrawing

y0=t

x3x0

y4

h(β)−1

h(α)−1

5

y2 y3

x1 x2
s

y1

Figure 3. Drawing an outer-1-path (dark gray) and merging hanging subgraphs (blue
striped) after expanding some vertex-boxes (light gray).

Alas, this path-drawing is not a TCσ,τ -drawing as required for the recursion.
So we change the approach and first draw a larger subgraph that includes Pπ.
First extract the cap C1, consisting of all neighbours of s and t, see Fig. 4. This
is an outer-1-path, so we can use a path-drawing and get a TCσ,τ -drawing of the
cap (see the corresponding part in Fig. 5). The part of Pπ not in C1 could be
drawn as for outer-1-paths, but instead we first extract another cap C2 at the
edge common to C1 and the rest of Pπ. We draw C2 as a path and place it (after
suitable expansion of the vertices of C1) below the drawing of C1. This repeats
k times for some parameter k of our choice (k = 2 in the example). Then we
draw the rest of Pπ (which we call handle) as a path.

A major difficulty is combining the drawing of the caps with the handle-
drawing. Let (xi, yj) be the edge common to caps and handle. It is not too
difficult to change the boxes of xi and yj to combine the two boxes that repre-
sented them in the two drawings, see also Fig. 5. The main challenge is that for
the two hanging subgraphs incident to yj , there is no suitable place to merge a
TCσ,τ -drawing. To resolve this, we split these hanging subgraphs further, and
can then merge all their parts after adding d(yj) more rows, where d(yj) is the
number of edges that yj has in these subgraphs (Fig. 6).

So the goal is to choose the parameter k such that d(yj) is small, because we
need d(yj) additional rows beyond the h(α) + h(β) that we budget for hanging
subgraphs. Each extra cap also requires O(1) additional rows but changes which
vertex will take on the role of yj . Crucially, the vertices Y1, . . . , Yk that take on
the role of yj have disjoint edge sets that count for d(·). Since there areO(n) edges
in total, there exists a k ∈ O(

√
n) such that d(Yk) ∈ O(

√
n). With this choice

of k, the recursive formula for the height hence becomes h(α) + h(β) +O(
√
n),

which by F ∈ Θ(n) and αp + βp ≤ (1− δ)np resolves to O(
√
n). (?)

4 Readers familiar with LR-drawings [20,33,13] may notice the similarity of construct-
ing the path-drawing with the (rotated) LR-drawing of π, except that we draw the
outer-1-planar graph rather than its dual tree.



x6=X2

s t

x1 x2 x3

x4=X1

y1
y2=Y1

u2
u3
u4

z2 z3

x5

x7

x8 x9

y3y4

y5=Y2
y6

y7 y9

ê

cap C1

cap C2

handle

y8

Figure 4. Our running example.

Theorem 3. Every n-vertex outer-1-plane graph has an embedding-preserving
visibility representation of area O(n1.5), which is worst-case optimal.

5 Breaking the
√
n-barrier

We know that the height-bound of Theorem 3 is asymptotically tight due to
Theorem 1. But the lower bound only holds for embedding-preserving visibility
representations—can we get better height-bounds if we relax this restriction?

Theorem 4. Any outer-1-planar graph G has

– an embedding-preserving OPVR of complexity 1, and
– an embedding-preserving 1-bend orthogonal box-drawing, and
– a visibility representation that is not necessarily embedding-preserving and

has at most one crossing per edge,

and the drawings have area O(n1.48).

We again give the proof mostly in figures. (?) We assume as in Section 4 that
the graph is planar-maximal, a reference-edge (s, t) is given, and we construct a
TCσ,τ -drawing for any given {σ, τ} = {1, 2}. We use k = 1, i.e., we draw one cap
and use the rest of Pπ as handle. Recall that the main difficulty in Section 4 was
that two hanging subgraphs could not be merged using TCσ,τ -drawings since no
suitable space was available.



y5 y6 y7 y8

x7 x8 x9

x4

x5 x6 y5
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y3y4x6 y5

s t

x3 x4 y2 y1

handle

cap C2

cap C1

x6x6

y9

x1 x2

Hy5y4

Hy6y5

?

?

Figure 5. Drawing the complete example except for two hanging subgraphs Hyjyj+1

and Hyj−1yj . Here j = 5.

y5 y6 y7 y8

x7 x8 x9

z2

z3

u2

u3

u4

x4

x5 x6 y5

y2

y3y4x6 y5

s t

x3 x4 y2 y1

Hy5y4

Hy6y5

handle

cap C2

cap C1

x6

y9

x1 x2

Figure 6. Closeup on breaking up and merging Hyjyj+1 and Hyjyj−1 .
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x5 x6
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y3y4x6
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y9y5
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y7 y8y6

x7 x8 x9

x4

x5 x6
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y3y4x6
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y9y5
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y7 y8y6

x7 x8 x9

x4

x5 x6

y2

y3y4x6

x6

y9y5

y5

y7 y8y6

Figure 7. Inserting the two remaining hanging subgraphs when permitting ortho-
polygons, or bends in edges, or after changing the embedding.

If we change the drawing model (using a Γ -shape or a box in the cap-drawing
for yj) then one of these hanging subgraphs can use a TCσ,τ -drawing, and all
edges can still be drawn, perhaps after adding a bend or changing the embedding.
See Fig. 7. The other hanging subgraph uses a new drawing-type (i.e., different
restrictions on shapes and locations of the endpoints of the reference-edge). It
is not obvious that this exists, but we can show that it can be constructed
by adding two rows. With this, the recursion for the height-function becomes
h(α) + h(β) +O(1), which resolves to O(n0.48) [20].

6 Optimum-height drawings in other drawing models

In this section we give drawings whose height (and area) is also optimal, but
they are in a different drawing model (hence different lower bounds apply).

6.1 Embedding-preserving bar visibility representations

We proved in Theorem 2 that any embedding-preserving bar-visibility-represen-
tation has height Ω(n) for some outer-1-plane graphs. A fairly straight-forward
greedy-construction shows that we can match this. The main difficulty is showing
that such a drawing exists as all; the area-bound then follows from Obs. 1). (?)

Theorem 5. Any outer-1-planar graph G has an embedding-preserving bar-
visibility representation of area O(n2) which is worst-case optimal.

6.2 More lower bounds

We now prove other lower bounds on the height that depend on the pathwidth
pw(G) and the number of crossings χ(G) of the outer-1-plane graph.

We recall that a path decomposition of a graph G consists of a collection
B1, . . . , Bξ of vertex-sets (“bags”) such that every vertex belongs to a consecutive
set of bags, and for every edge (u, v) at least one bag contains both u and v. The
width of such a path decomposition is maxi{|Bi| − 1}, and the pathwidth pw(G)



is the minimum width of a path decomposition of G. Any outer-1-planar graph
has pathwidth O(log n), since it has treewidth 3 [3].

For planar drawings, the width and height of a drawing is lower-bounded by
the pathwidth of the graph [31].

Less is known for non-planar drawings. It follows from the proof of Corollary 3
in [9] that any bar-1-visibility representation of graph G has height at least
pw(G) + 1. Roughly speaking, we can extract a path decomposition of G by
scanning left-to-right with a vertical line and attaching a new bag whenever the
set of intersected vertices changes. We use the same proof-idea here to show a
lower bound for all OP-∞-drawings. (?)

Theorem 6. Any OP-∞-drawing of a graph G (not necessarily outer-1-planar)
has height and width Ω(pw(G)).

By the remark after Obs. 2 hence some outer-1-planar graphs require area
Ω(n pw(G)) in all OP-∞-orthogonal drawings.

If we specifically look at drawings that have no crossings, then we can also
create a lower bound based on the number of crossings. This is easily obtained
by modifying the lower-bound example from [7]. (?)

Theorem 7. For any k and n ≥ 4k, there exists an outer-1-plane graph with n
vertices and k crossings that requires at least 2k height and width in any planar
drawing.

In particular, the lower bound on the height of a planar OP-∞-orthogonal
drawing of G is Ω(max{pw(G), χ(G)}), which is the same as Ω(pw(G) +χ(G)).

6.3 More constructions

We now turn towards creating bar representations that prove that Theorem 6
and 7 are tight.

Theorem 8. Every outer-1-plane graph G has a planar bar visibility represen-
tation of area O((pw(G)+χ(G))n) and a bar-1-visibility representation of area
O(n·pw(G)).

We can again only sketch the proof (?). We first draw the planar skeleton
of some outer-1-path and the hanging subgraphs much as was done for outer-
planar graphs in [5]. Based on the pathwidth (or actually the closely related
parameter rooted pathwidth), extract a root-to-leaf path π in the dual tree G∗

such that the rooted pathwidth of all subtrees is smaller. Expand Pπ by adding

all neighbours of s to get P+
π . Create a bar visibility representation of P+

π on
three rows. See Fig. 8(b). Now merge hanging subgraphs “inward”, i.e., inside
the faces of Pπ. They hence share rows and the height is only O(1) more than
the one of the subgraphs and works out to O(pw(G)). For the merging we need
TC1,1-drawings, but with our placement of (s, t) this can easily be achieved.
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Figure 8. (a) Example-graph. (b) Drawing its skeleton and merging hanging subgraphs
inward. Some vertex-boxes are artificially wide to match (c). (c) The bar-1-visibility
representation obtained by moving some bars and sometimes traversing bars. (d) The
planar bar-visibility representation obtained by moving some bars and extending them
rightwards. Arrows indicate vertices that get moved outward beyond their neighbour
on the right.



However, we have not yet drawn the crossings in P+
π . One of each pair of

crossing edges can be realized inside a face of P+
π . For bar-1-visibility represen-

tations, we realize the other edges by moving vertex-bars inward or outward by
one unit (plus some special handling near s and t). After suitable lengthening
of bars the other edge in a crossing can then be realized, sometimes by travers-
ing a bar. See Fig. 8(c). For planar drawings, we move bars outward sufficiently
far (proportionally to the number of crossings on the right) such that they can
be extended rightward without intersecting other elements of the drawing. The
other edge in a crossing can then be drawn on the right. See Fig. 8(d).

7 Conclusions and open problems

In this paper, we studied visibility representations of outer-1-planar graphs. We
showed that if the embedding must be respected, then Ω(n1.5) area is sometimes
required, and O(n1.5) area can always be achieved. We also studied numerous
other drawing models, showing that o(n1.5) area can be achieved as soon as
we allow bends in the vertices or the edges or can change the embedding. We
also achieve optimal area for bar-1-visibility representations and planar visibility
representations. Following the steps of our proofs, it is clear that the drawings
can be constructed in polynomial time; with more care when handing subgraph-
drawings (and observing that path π can be found in linear time [13,8]) the
run-time can be reduced to linear. A number of open problems remain:

– Our drawings of height O(n0.48) were based on the idea of so-called LR-
drawings of trees [20], which in turn were crucial ingredients for obtaining
small embedding-preserving straight-line drawings of outer-planar graphs.
With a different approach, Frati et al. [33] achieved height O(nε) for drawing
outer-planar graphs. Can we achieve height O(nε) (hence area O(n1+ε) in
some of our constructions as well?

– Our bar-1-visibility representations do not preserve the embedding, both
because the edges that go through some vertex-bar are not in the right place
in the rotation, and because we merge hanging subgraphs inward. What area
can we achieve if we require the embedding to be preserved?

– We achieved height O(n0.48) in complexity-1 OPVRs. It is not hard to
achieve the optimal height O(pw(G)) if we allow higher complexity (com-
plexity 4 is enough; we leave the details to the reader). What is the status
for complexity 2 or 3, can we achieve height o(n0.48)?

Finally, are there other significant subclasses of 1-planar graphs for which we
can achieve o(n2)-area drawings, either straight-line or visibility representations?
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A Missing details from Section 2

Observation 3. Let Γ be an OP-∞-orthogonal drawing with constant vertex and
bend complexity. Then we may assume that the width and height is O(n+m).

Proof. Due to the restrictions on the complexity/bends, we have O(n+m) seg-
ments in edge-polylines or vertex-polygons. Since all segments are horizontal
and vertical, we can delete empty rows/columns and so need at most one row
[column] per horizontal [vertical] segment (and often less).

Observation 4. Let Γ be an OP-∞-orthogonal drawing with constant vertex
complexity in a W ×H-grid. Then max{W,H} ∈ Ω(maximum degree of G).

Proof. After rotation we may assume that W ≥ H. Let v be the vertex with
maximum degree ∆, and let k ∈ O(1) be the complexity of polygon P (v). If
W ≥ ∆/(8k+8) ∈ Ω(∆) then we are done, so assume not. Consider a horizontal
segment s of polygon P (v). This intersects at most ∆/(8k + 8) columns, hence
at most ∆/(4k+ 4) edges can end vertically at s. (This bound could actually be
improved to ∆/(2k + 2), but this makes no difference asymptotically.) Polygon
P (v) has 2k+2 horizontal segments, so at most (2k+2) ·∆/(4k+4) = ∆/2 edges
can end vertically at P (v). So there are at least deg(v)−∆/2 = ∆/2 edges that
attach horizontally at P (v). Since P (v) has 2k+ 2 horizontal edges, at least one
of them hence has length ∆/(8k + 8) or more. Therefore H ≥ ∆/(8k + 8) > W ,
a contradiction.

B Missing details from Section 3

Missing part of the proof of Lemma 1: Fix an arbitrary embedding-preserving
visibility representation Γ of Gh,` where all vertex-boxes intersect at most h
rows. Consider one copy H of Hh,` and the box P (v0) of v0. We say that H is
right of v0 if some part of the right side of P (v0) belongs to the interior of the
induced drawing of H. Since P (v0) intersects at most h rows, there are at most h
edges that attach horizontally at the right side of P (v0). If H is right of v0, then
these attachment points are entirely used up by edges from v0 into H and/or
edges from v0 to leaves that come before and after H at v0. (There are h − 1
leaves on each side of H, which uses up all such points since the embedding is
respected.)

So at most one copy of Hh,` is right of v0, and symmetrically at most one
copy of Hh,` is left of v0. So there exists a copy H of Hh,` that is neither left nor
right of v0, and so the interior of the induced drawing of H uses only the top side
of P (v) or only the bottom side of P (v). Up to symmetry, we may hence assume
that all edges from v0 to H go downward from v0. Since the drawing respects
the embedding, edge (v0, a1) must be the leftmost among the edges from v0 into
H.

Theorem 1. For any N there is an n-vertex outer-1-plane graph with n ≥ N
such that any embedding-preserving visibility representation has area Ω(n1.5).



Proof. Set h = ` = d
√
Ne and define graph G to be of Gh,` with `2 further leaves

added at v0 (at arbitrary places); this has n = Θ(h`) = Θ(N) vertices. Fix an
arbitrary embedding-preserving visibility representation of G in a W ×H-grid.
Up to symmetry, assume W ≥ H. By Obs. 2 we have W ≥ deg(v0) ≥ `2 ∈ Ω(n).
If any vertex-box has height more than h, then this alone requires H ≥ h =
` ∈ Ω(

√
n) and we are done. If all vertex-boxes have height at most h, then by

Lemma 1 the height is Ω(`) = Ω(
√
n), and again we are done.

Theorem 2. For any N there is an n-vertex outer-1-plane graph with n ≥ N
such that any embedding-preserving bar visibility representation has area Ω(n2).

Proof. Set h = 1 and ` = N and apply Lemma 1 to Gh,`. This graph has Θ(`) =
Θ(N) vertices and requires width and height Ω(`) = Ω(n) in any embedding-
preserving visibility representation where boxes intersect only one row.

Figure 9 shows drawings of the lower-bound graph with linear area in other
drawing-models.

C Missing details from Section 4

C.1 Preliminaries

We first need a few definitions and assumptions which will also be used in Sec-
tion 5 and 6. We shall assume without loss of generality that the input graph is
plane-maximal: If not, we can always augment it with dummy edges which will
be removed at the end of the construction.

Let G be a plane-maximal outer-1-plane graph. We assume throughout that
a reference-edge (s, t) has been fixed, which is an edge on the outer-face, with s
before t in the clockwise order of vertices along the outer-face. Recall that G∗

denotes the inner dual of the planar skeleton of G; we consider G∗ to be rooted
at the face fst of G that is incident to (s, t). A root-to-leaf path π in G∗ is a path
that begins at fst and ends at a leaf of G∗. Any maximal subtree of G∗ \ V (π)
is a rooted subtree that can be classified as left or right subtree depending on
whether its root is left or right of the path-child at its parent in π.

The π-path Pπ of G is the plane-maximal outer-1-path Pπ whose inner dual
is π. Since π is a root-to-leaf path, Pπ contains (s, t) on its outer-face, and we
can pick one outer-face edge ê 6= (s, t) at the face of Pi corresponding to the leaf
of π. We call these the end-edges of Pπ.

As outlined, we create our drawings by first drawing a subgraph U that
contains all of Pπ and then merging the rest. Enumerate the outer-face of
U in counter-clockwise direction as s=x0, x1, . . . , x`, yr, yr−1, . . . , y0=t, where
(x`, yr) is the end-edge ê of Pπ. (See e.g. Fig. 12(a).) We call 〈x0, x1, . . . , x`〉
and 〈y0, y1, . . . , yr〉 the left and right boundaries (with respect to the end-edges).
For 0 ≤ j < r, edge (yj , yj+1) is on the outer-face of U , but need not be on
the outer-face of G. If it is not, then define the hanging subgraph Hyjyj+1

of
U to be the subgraph induced by the vertices along the path on the outer-face
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Figure 9. Drawings of Gh,l with constant height, from top to bottom: an embedding-
preserving ortho-polygon visibility representation with vertex complexity 1, a bar-
visibility representation for a changed embedding (see the red edges), an embedding-
preserving bar-1-visibility representation, and an embedding-preserving 1-bend orthog-
onal box-drawing (the red edges have a bend).



between yj and yj+1 that excludes (s, t). Since U includes Pπ, the inner dual of
Hyiyj+1

is part of a right subtree of π; correspondingly we call Hyjyj+1
a right

hanging subgraph. The left hanging subgraph Hxixi+1 (for 0 ≤ i < `) is defined
symmetrically.

C.2 Path π, function h and drawing-types

We want a root-to-leaf path π in G∗ for which the sizes of the left and right
subtrees are balanced in some sense. Chan [20] proved the existence of such
paths for binary trees, and we recently generalized this to arbitrary rooted trees:

Lemma 2 ([13]). Let p = 0.48. Given any rooted tree T of n vertices, there
exists a root-to-leaf path π such that for any left subtree α and any right subtree
β of π, |α|p + |β|p ≤ (1− δ)np for some constant δ > 0.

Fix this path π for the rest of this section. Slightly abusing notation, we now
use α and β for the size of the maximum left/right subtree of π in G∗ (rather
than the trees themselves). Going over to graph G, we will measure its size by
the number F of inner faces in G. Then α and β are the maximum size of a
left/right hanging subgraph of Pπ. Since we draw a super-graph U of Pπ, α and
β are upper bounds on the size of a left/right hanging subgraph of U .

Let h(F ) be the recursive function that satisfies h(1) = 3 and

h(F ) = max
αp+βp≤(1−δ)Fp

h(α) + h(β) + 11
√
F + 7

for F > 1, 5 where p = 0.48 and δ > 0 are as in Lemma 2. One can easily show
that h(F ) ≤ c

√
F−7, where c = max{10, 12/δ}. It hence suffices to find drawings

of height h(α) +h(β) + 11
√
F + 7 to obtain drawings of height O(

√
F ) = O(

√
n)

(observe that F ∈ Θ(n)).
As outlined, we restrict drawings of hanging subgraphs as follows. For integers

σ, τ , let a (σ, τ)-Top-Corner drawing (TCσ,τ -drawing for short) be a drawing of
G where s and t occupy the top corners, and the boxes of s and t have height σ
and τ , respectively. See Fig. 10.

For later merging-steps, we briefly mention here that these drawings can be
modified to satisfy other properties. Assume we have a TC2,1-drawing. Since
(s, t) is an edge, it must necessarily be drawn horizontally between the boxes
of s and t. Since the box of t has height 1, no other vertex occupies the top
row. Without changing the height, we can therefore change t into a bar that
spans the entire top row and retract s to be a bar on the left end of the second
row; see Fig. 10. We call the result a (2, 1)-Top-Bar drawing (TB2,1-drawing for
short). We can also transform the drawing into a TCσ,τ -drawing, for any τ ≥ 1
and σ ≥ τ + 1, by inserting τ − 1 and σ − τ − 1 rows above and below the top
row, respectively, and extending the vertex-boxes. Similar transformations can
be applied to a TC1,2-drawing.

With this, we can state our overall goal:

5 We made no attempts to optimize the constants; they could like be improved with
a more careful analysis.
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Figure 10. Drawing-types (the rightmost two are needed in Section 5).

Lemma 3. Let G be an outer-1-plane graph with reference-edge (s, t). Then for
any {σ, τ} ∈ {1, 2}, G has an embedding-preserving visibility representation that
is a TCσ,τ -drawing with height at most h(F ).

The proof of this lemma is by induction on F . Since G is plane-maximal, if
F = 1 then G is either a triangle or a K4 drawn with one crossing. Either way
we can easily find a TCσ,τ -drawing of height at most 3 = h(1). The remainder
of this section will prove the induction step. Fix π, α, β as explained above.

C.3 Drawing a path.

As a first step, we will give a simple construction that unfortunately does not
place s, t where we need them, but places them on the left side instead.

Lemma 4. Fix {σ′, τ ′} = {2, 3}. G has an embedding-preserving visibility rep-
resentation Γ of height h(α)+h(β)+3. Furthermore, P (s) and P (t) have height
σ′ and τ ′, respectively, both abut the left side of the bounding box, and there are
h(α)− 1 rows below P (s) and h(β)− 1 rows above P (t).

pathdrawing

y0=t

x3x0

y4

h(β)−1

h(α)−1

5

y2 y3

x1 x2
s

y1

Figure 11. Drawing an outer-1-path (dark gray) and merging hanging subgraphs (blue
striped).



Proof. We first draw Pπ on five rows (see the orange hatched part of Fig. 11)
and then merge the hanging subgraphs.

Assume the outer-face of Pπ is enumerated as x0, . . . , x`, yr, . . . , y0 as before.
The boxes of x0, . . . , x` all intersect row 1 (of our five rows), in this order from
left-to-right, while the boxes of y0, . . . , yr all intersect row 5. The outer-face
edges along these paths can hence be realized horizontally. All vertex-boxes
have height 1, 2 or 3, and we determine this (as well as their y-coordinates) by
parsing the faces f1, . . . , fk of Pπ, beginning at fst, and extending the drawing
rightwards. The heights of x0=s and y0=t are determined by σ′ and τ ′. Assume
we have drawn everything up to some face fh−1, which ends at edge (xi, yj).
Boxes P (xi), P (yj) are partially drawn and their heights are {2, 3} (but we do
not know which one has which height). The next face fh can have one of five
configurations:

– fh has no crossing (hence it is a triangle). One of {xi, yj} also belongs to
fh+1 (or is in {x`, yr} if h = k). Let us assume that this is yj , the other
case is symmetric. See e.g. {x0, x1, y0} in Fig. 11. In this case, P (xi) ends,
P (xi+1) begins (with the same height as P (xi)) and P (yj) extends further
rightwards. Edge (xi+1, yj) can be inserted vertically.

– fh has a crossing and neither xi nor yj belongs to fh+1 (or is in {x`, yr} if
h = k). See e.g. {x3, x4, y2, y3}. We call such a crossing an opposite-boundary
crossing since both crossing edges connect opposite boundaries. Let us as-
sume that P (xi) has height 3 and P (yj) has height 2; the other case is
symmetric. In this case, P (xi) ends and P (xi+1) begins with height 2, which
means that we can draw (xi+1, yj) vertically. Then P (yj) ends and P (yj+1)
begins with height 3, which means that we can draw (xi, yj+1) horizontally
along row 3.

– fh has a crossing and one of {xi, yj} belongs to fh+1 (or is in {x`, yr} if
h = k). Let us assume that this is xi, the other case is symmetric. See
e.g. {x1, y0, y1, y2}. We call such a crossing a same-boundary crossing since
one of the crossing edges connects two vertices on the same boundary. In this
case, P (yj) ends and P (yj+1) begins (with height one less than the height
of P (yj)), which means that we can draw (yj+1, xi) vertically. Then P (yj+1)
ends and P (yj+2) begins (with the same height as P (yj)), which means
that we can draw (yj , yj+2) horizontally along the bottom row of P (yj) and
P (yj+2).

Extending the drawing one face at a time gives us an embedding-preserving
visibility representation ΓP of Pπ. Before merging hanging subgraphs, we first
parse along the top and bottom row from left to right and extend every second
box by one row “outward” (i.e., away from ΓP ). Consider a left hanging subgraph
Hxixi+1

. Edge (xi, xi+1) is drawn horizontally along the bottom row of ΓP . After
the extension, one of xi, xi+1 (say xi) extends one row further down. This means
that we can merge a (recursively obtained) TC2,1-drawing ΓH of Hxixi+1 in the
rows below (xi, xi+1).6 This requires at most h(α) − 1 rows below the rows for

6 In all our figures, we assume that the subgraph-drawings have been scaled hori-
zontally so that they fit. Put differently, we do not assume that x-coordinates are



Pπ since ΓH has height at most h(α) and the row for edge (xi, xi+1) can be used
by both ΓP and ΓH . Symmetrically we can merge right hanging subgraphs using
up to h(β)− 1 rows above ΓP .7

C.4 Drawing a cap

Define the cap C to be the outer-1-path that contains s, t and all vertices adjacent
to s or t, and let the umbrella [10] be the union of C and Pπ; we denote it by Uπ.
See also Fig. 12(a). We will later draw all of Uπ, but for now are only concerned
with drawing C. Enumerate the outer-face of Uπ as x0=s, . . . , xr, y`, . . . , y0=t.
Assume that Pπ ( C (in the other case we only have to draw C, which will
be easier). Of special interest is then the transition edge (xi, yj), which is the
edge on the outer-face of the cap that is an inner edge of Pπ. Sometimes we use
the notation X := xi and Y := yj . The handle Ph is the part of Pπ not in C;
thus Ph is the outer-1-path that contains all vertices of Pπ between (X,Y ) and
end-edge ê. Note that the handle (plus its hanging subgraphs) can be viewed as
the hanging subgraph HXY of the cap.

x1 x2=X

x3

x4 x5

y1y2
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handle

y8

(b)

Figure 12. (a) An umbrella Uπ. Pπ is shaded. (b) Our running example with its 2-cap
umbrella U (2) and the hanging subgraphs Hy5y4 and Hy6y5 expanded. Fig. 11 was a
drawing of its handle.

Lemma 5. Let C be the cap, and let {σ, τ} = {1, 2}. The subgraph formed by C
and its hanging subgraphs (except HXY ) has an embedding-preserving visibility
representation of type TCσ,τ and height max{h(α), h(β)}+ 3.

Proof. The path-drawing from Lemma 4 satisfies this, as long as we re-define
the path that we use and modify boxes a bit. Note the cap can be viewed as Pπ′

integers; they can be made integers by inserting columns as needed. Also, hanging
subgraphs do not necessarily all have to exist or have the same height, we show here
the maximum height that could be needed.
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Figure 13. A TC1,2-drawing of a cap, both when fst has a crossing and otherwise.
The naming is consistent with the example from Fig. 12(b).

for the path π′ that begins at the inner face of G incident to (x1, s) and ends at
the inner face of G incident to (t, y1). Choose τ ′ as follows: If fst has a crossing,
then set τ ′ = σ + 1, otherwise set τ ′ = 3. Apply Lemma 4 with respect to this
path π′, reference-edge (x1, s), and values τ ′ and σ′ = {2, 3}\ τ ′hence P (x1) has
height σ′ and P (s) has height τ ′. Since (s, t) is on the outer-face, there are no
hanging subgraphs to be merged above, and the top two rows of the drawing
contain only s, t, and edge (s, t), we can delete one of these rows. If fst had no
crossing, then both P (s) and P (t) now have height 2; reduce the height of one
of them to 1 (after extending vertical edges) as dictated by {σ, τ}. If fst had a
crossing, then P (s) now has height σ and the height of P (t) is different from
P (s), hence P (t) has height τ . All other conditions are easily verified.

C.5 Drawing an umbrella.

Now we need to combine the cap-drawing of Lemma 5 with the path-drawing of
Lemma 4 (applied to the handle). This combination step is the most challenging
part of our construction and illustrated in Fig. 14. Assume {σ, τ} = {1, 2} has
been given. We split the explanation of how to draw G into two steps.

Step 1: Draw cap, handle, and most hanging subgraphs. We have two subcases,
depending on the configuration of (xi, yj) in handle Ph. Let f, f ′ be the first two
faces of Ph, enumerated starting at transition edge (xi, yj). Not both xi and yj
can belong to f ′. We assume here that xi does not belong to f ′, the other case
is symmetric (we would merge the handle in leftward direction).

Using Lemma 5, obtain a TCσ,τ -drawing Γ+
C of cap C and its hanging sub-

graphs except HXY . We remove the drawings of hanging subgraphs Hxi−1xi
and

Hyj−1yj from Γ+
C ; they will be handled later. Recall that as part of creating Γ+

C

we expanded every second box of x1, . . . , xi, yj , . . . , y1 downward by one unit; we
assume here that the choice has been done such that xi is extended downward
and yj is not.

Using Lemma 4, obtain a drawing Γ+
P of Ph and its hanging subgraphs (i.e.,

graph HXY ), using (xi, yj) as reference-edge and σ′ = 3 so that P (xi) has height



3. We use ΓP to denote the drawing of Ph within Γ+
P . Omit from Γ+

P the drawings
of hanging subgraphs Hxixi+1

and Hyjyj+1
for special handling later.

To merge the two drawings, insert sufficiently many new columns between
yj and yj−1 in Γ+

C , and place Γ+
P sufficiently far below the horizontal line seg-

ment (yj , yj−1). Here, “sufficiently far” means that there are at least h(β) − 1
rows between (yj , yj−1) and ΓP ; therefore the right hanging subgraphs of Ph fit
without overlapping Γ+

C . (We will actually need even more rows later.)
We now let P (yj) be the minimum box that includes both of boxes of yj

in Γ+
C and Γ+

P ; with our placement of Γ+
P and because we removed hanging

subgraphs this does not overlap other vertices. To unify the two copies of xi,
we need to be more careful. Expand the copy of xi in Γ+

C vertically downward
until the rows containing the copy of xi in Γ+

P ; this is P (xi). Delete the copy in
Γ+
P , and expand all its incident horizontal edges leftward until P (xi). By case-

assumption xi belongs only to the first face of Ph and has height 3. One verifies
that therefore (in Γ+

P ) all its incident vertically drawn edges are either (xi, yj)
(which we can ignore because it is also realized in Γ+

C ) or belong to the hanging
subgraph Hxixi+1

(whose drawing was omitted). So extending only horizontal
edges suffices to draw all incident edges at xi.

x7 x8 x9

x4

x5 x6

y2

y3y4x6

x6

y9

Hy5y4Hy6y5

??

y5

y5

y7 y8y6

Figure 14. Drawing an umbrella. Two hanging subgraphs are not yet included.

We have four hanging subgraphs that were omitted. Two of them are easily
merged as follows. For graph Hxi−1xi

, use a TC1,h-drawing, where h ≥ 2 is the
height of P (xi); recall that we can create this from a T1,2-drawing by inserting
rows. For graph Hxixi+1 , the bottom sides of P (xi) and P (xi+1) are one row
apart and so we can merge a TC1,2-drawing almost as it would have been done
in Γ+

P (the only change is that we stretch it horizontally so that it uses the new
location of P (xi)).



Step 2: Drawing hanging subgraphs at yj. We still need to merge hanging sub-
graphs Hyjyj−1

and Hyj+1yj , and this causes major difficulties because the end-
points of their reference-edge are not in a position that we can match in a drawing
of the subgraph. We solve this by breaking Hyjyj−1 and Hyj+11yj down further,
and using one extra row for each edge incident to yj in these subgraphs. Specif-
ically, let u1, . . . , ud be neighbours of yj in Hyjyj−1

indexed in clockwise order,

beginning with yj−1=u1. Insert d new columns to the right of Γ+
P to widen yj−1,

and place u2, . . . , ud as left-aligned bars of length d−1, . . . , 1 in the newly added
columns and below u1. We can connect them horizontally to yj . For any edge
(uh, uh+2) that may exist, shorten the left end of P (uh+1) by one unit so that
a vertical visibility between uh and uh+2 is formed. Assuming we left at least
d + h(β) − 2 rows between (yj , yj−1) and ΓP , we can now merge the hanging
subgraphs Huhuh+1

in the rows below the staircase formed by the bars, using
an TB2,1-drawing. Note that crucially there is no hanging subgraph at (yj , ud),
otherwise yj would have further neighbours in Hyjyj−1

. So this merges all of
Hyjyj−1

as required.

Similarly, to merge Hyi+1yi , let z1, . . . , zd′ be neighbours of yj in Hyjyj+1 ,
indexed in counter-clockwise order, beginning at yj+1. Place z2, . . . , zd′ as bars
forming a staircase, in the d′−1 rows above yi+1. Shorten left ends if needed
so that edges among them drawn. Merge hanging subgraph Hzhzh+1

(for h =
1, . . . , d′ − 1) in the rows above, and note that this merges all of Hyj+1yj and
creates no overlap as long as there are at least d−1 + d′−1 + h(β)−1 = d+ d′ +
h(β)− 3 rows between (yj , yj−1) and ΓP . See Fig. 15.
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Figure 15. Closeup: Inserting the two remaining hanging subgraphs.

For any vertex v in Uπ, let d(v) be the number of edges incident to v that do
not belong to Uπ. The height of our construction depends on d(yj) as follows.



Lemma 6. For any {σ, τ} = {1, 2}, G has an embedding-preserving visibility
representation Γ that is a TCσ,τ -drawing with height h(α)+h(β)+D+7, where
D = max{d(xi), d(yj)} if the umbrella has transition edge (xi, yj) and D = 0
otherwise.

Proof. This holds by Lemma 5 if there is no transition edge (and hence HXY is
empty), so assume (xi, yj) exists. The drawing construction was already given
above, so we only need to analyze the height. The left hanging subgraphs use at
most h(α)−1 rows below ΓP . The right hanging subgraphs can be merged as long
as we leave d+d′+h(β)−3 rows between (yj , yj−1) and ΓP . By d(yj) = d+d′−2
this equals d(yj) + h(β)− 1 rows. Recall that we made an assumption on yj ; in
the other symmetric case where we merge leftward we would use xi rather than
yj here. Finally we need 9 rows for the boxes of the cap and the handle, and so
the total height is as required.

C.6 Drawing a k-cap umbrella.

If our graph has small maximum degree, then Lemma 6 gives us the required
recursion and we are done. We now show that even for larger maximum degree
we can achieve height O(

√
n) by extracting multiple caps before drawing the

remaining part of Pπ.
Roughly speaking, a k-cap umbrella consists of taking caps k times (always

along the path π) and using the rest as handle. Formally, let C1 be the cap with
respect to reference-edge (s, t). If all of Pπ belongs to C1 then the recursive pro-
cedure stops, (Xk, Yk) is undefined and C2, . . . , Ck are the empty set. Otherwise,
let (X1, Y1) be the transition edge of C1 and let H1 be the hanging subgraph at
(X1, Y1). Repeat in H1, i.e., let C2 be the cap of H1 (with respect to reference-
edge (X1, Y1)), let (X2, Y2) be its transition edge, let H2 be the hanging subgraph
at (X2, Y2) etc., until we obtain cap Ck and its transition edge (Xk, Yk). (If all
of Pπ belongs to C1 ∪ · · · ∪ Ci for some i ≤ k then Ci+1, . . . , Ck are empty sets
and (Xk, Yk) is undefined.) The k-cap umbrella U (k) is then C1 ∪ · · · ∪Ck ∪ Pπ,
and its last transition edge is (Xk, Yk) (which may be undefined). See Fig. 12(b).

Lemma 7. For any σ, τ = {1, 2}, and any k ≥ 1, G has an embedding-preserving
visibility representation Γ that is a TCσ,τ -drawing with height h(α)+h(β)+3k+
D + 4, where D = max{d(Xk), d(Yk)} if the last transition edge is (Xk, Yk) and
D = 0 if the last transition edge is undefined.

Proof. For k = 1 this holds by Lemma 5. So assume k > 1, and let C1, (X1, Y1), H1

be as above. Using Lemma 5, create a drawing Γ+
C of cap C1 and its hanging

subgraphs (except H1). We are done if Pπ ⊆ C, so assume not. Recursively ob-
tain a drawing ΓH of H1 with respect to reference-edge (X1, Y1) and parameter
k − 1, i.e., using the (k − 1)-cap umbrella U (k−1) of H1. By choosing a C2,1-
drawing or C1,2-drawing as required by Γ+

C , drawing ΓH can be merged easily
below (X1, Y1). See Fig. 16. The last transition edge (Xk, Yk) of U (k) (in G) is
the same as the last transition edge of U (k−1) (in H1), so ΓH has height at most
h(α) + h(β) + 3(k − 1) + D + 4. Drawing Γ+

C uses three additional rows above



ΓH , and at most 3 + max{h(α), h(β)} rows everywhere else. The height-bound
follows.
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Figure 16. Drawing the complete example using its 2-cap umbrella.

With this we are finally ready for the proof of Lemma 3.

Proof. Set N = d
√
ne ≤

√
2F + 2. If the last transition edge of the N -cap

umbrella is undefined, then Lemma 7 gives a drawing of height h(α) + h(β) +
3N + 4 ≤ h(F ) as desired.

If the last transition edge is defined, then consider the caps C1, . . . , CN and
their transition edges (X1, Y1), . . . , (XN , YN ). For k = 1, . . . , N , let Ek be the set
of edges that are incident to Xk or Yk and do not belong to the k-cap umbrella
U (k). Note that for k < N , the edges in Ek either are in a hanging subgraph
of Ck or belong to Ck+1; either way they do not belong to Ek+1 because the
former edges are not incident to Xk+1 or Yk+1 and the latter edges belong to
U (k+1). Thus E1, . . . , EN are N ≥

√
n disjoint edge sets. Since all of G has at

most 3n − 6 edges, therefore |Ek∗ | ≤ 3
√
n for some 1 ≤ k∗ ≤ N ≤

√
n + 1.

Apply Lemma 7 with k = k∗, hence and max{d(Xk∗), d(Yk∗)} ≤ |Ek∗ | ≤ 3
√
n.



The resulting embedding-preserving visibility representation has height at most

h(α) + h(β) + 3k∗ + |Ek∗ |+ 4 ≤ h(α) + h(β) + 3(
√
n+ 1) + 3

√
n+ 4

≤ h(α) + h(β) + 6
√
n+ 7

≤ h(α) + h(β) + 11
√
F + 7 ≤ h(F )

since n ≤ 2F + 2 and 6
√

2F + 2 ≤ 11
√
F for F ≥ 2.

So as desired we have constructed embedding-preserving visibility represen-
tations of height h(F ) ∈ O(

√
n). Their width is O(n) can be assumed to be O(n)

by Obs. 1, so the area is O(n1.5), and this is asymptotically optimal by Thm. 1.

D Missing details from Section 5

Theorem 4. Any outer-1-planar graph G has

– an embedding-preserving OPVR of complexity 1, and
– an embedding-preserving 1-bend orthogonal box-drawing, and
– a visibility representation that is not necessarily embedding-preserving and

has at most one crossing per edge,

and the drawings have area O(n1.48).

Proof. By Observation 1 it suffices to achieve height O(n0.48). We give the con-
struction for all three drawing-models simultaneously since they use the same
techniques. Let h′(·) be the recursive function that satisfies h′(1) = 3 and
h′(F ) = maxαp+βp≤(1−δ)Fp h′(α) + h′(β) + 9 (where δ > 0 and p = 0.48 are
as in Lemma 2). We have h′(n) ∈ O(n0.48) [20], so it suffices to construct draw-
ings of height h′(F ).

We assume as in Section 4 that the graph is planar-maximal, a reference-
edge (s, t) is given, and we construct a TCσ,τ -drawing for any given {σ, τ} =
{1, 2}. We use exactly the same construction as in Section 4 up until Fig. 14, so
we have an embedding-preserving visibility representation for the umbrella and
merged all hanging subgraphs except Hyi+1yi and Hyiyi−1

. We leave h′(β)+1
rows free between (yj , yj−1) and the path-drawing ΓP ; with this the height is
(h′(α)−1) + (h′(β)+1) + 9 = h′(F ).

Let BR, Bh and BU be the three boxes that we previously had for yj in
the roof-drawing Γ+

R , the handle-drawing Γ+
P and the drawing of the umbrella

that had been created. We define the polygon P (yj) for yj and merge hanging
subgraphs as follows (we only briefly sketch the approach here and mostly rely
on Fig. 7):

– For OPVR-drawings, let P (yj) by the union of BU and BR (widened suit-
ably); this is a Γ -shaped polygon of complexity 1. With this, Hyjyj−1

can
be merged using a TC2,1-drawing. For Hyj+1yj , we use what we call a Γ -
drawing : yj is a Γ -shape that occupies the entire top and left side, while



yj+1 occupies the entire bottom row. (Exactly one of them occupies the bot-
tom left corner, but we will not specify which one as we can easily modify the
drawings to achieve either one.) See Fig. 10. It is not trivial that Γ -drawings
exist; we will explain how to create one of height h′(β) + 2 below. The top
and bottom row of the drawing of Hyj+1yj can re-use rows of Γ+

R and ΓP , so
this fits (after stretching vertically, if needed) into the rows available.

– For 1-bend orthogonal box-drawings, P (yj) is BR (widened), and we re-route
the edges incident to Bh. No edges attach at the left or top side of Bh since
we removed Hyjyj+1

. Any edges at the bottom side of Bh can simply be
extended vertically upward to reach P (yj). As for edges on the right side of
Bh, observe first that Bh has height 2 since xi was drawn with height 3. So
there can be at most two edges on the right side of Bh; one is (yj , yj+1) while
the other (if any) is (yj , yj+2). Edge (yj , yj+1) can be redrawn vertically. If
(yj , yj+2) exists, then we draw it with a bend placed in Bh. We can merge
Hyj ,yj−1

easily, but for Hyj+1yj we use what we call a BB-drawing : yj and
yj+1 are bars that occupy the entire top row and the entire bottom row,
respectively. Again we will need to argue below that this actually exists with
height h′(β) + 2.

– For visibility representations, we proceed as above, but route (yj , yj+2) (if
it exists) by going vertically upward from yj+2. (Note that this changes the
embedding.)

Consider the face fst of G, which as discussed in the proof of Lemma 4 can
have one of five configurations. We explain one easy case in detail and rely on
Fig. 17 for the others. Let us assume that fst does not contain a crossing (so it is
a triangle {s, t, x}) and that (t, x) belongs to the next face f ′ of path Pπ. Let G′

be the hanging subgraph at (x, t), recursively obtain a TC2,1-drawing Γ ′ of G′,
and modify it into a TB2,1-drawing. Insert a new row below Γ ′ into which we
insert P (s), and expand P (x) leftward. This gives an embedding-preserving BB-
drawing after connecting edges vertically and inserting a (recursively obtained)
BB-drawing of the hanging subgraph Hsx. If instead we want an Γ -drawing,
then we expand t and also x into a Γ -shape and merge an Γ -drawing of Hsx.
See Fig. 17(a-c) for this and all other cases.

The height of Γ ′ is at most h′(F ). We always add at most two rows above/below
Γ ′, so the height requirement in the columns containing Γ ′ is at most h′(F ) + 2.
We may also use up to max{h′(α), h′(β)}+ 4 rows at the hanging subgraph(s),
but this is at most h′(F ). So the drawing has height at most h′(F ) + 2 as re-
quired.

E Missing details from Section 6

E.1 Embedding-preserving bar visibility representations

Theorem 5. Any outer-1-planar graph G has an embedding-preserving bar-
visibility representation of area O(n2) which is worst-case optimal.



Γ -drawing, BB-drawing, BB-drawing,

Case ortho-polygon permit a bend change embedding
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Figure 17. Creating (a) Γ -drawings, (b) and (c) BB-drawings.Upward-striped hanging
subgraphs use a TBσ,τ -drawing, while downward-striped hanging subgraphs use an Γ -
drawing or a BB-drawing, respectively.

Proof. By Obs. 1 the area-bound holds trivially, as long as we show that there
always exists an embedding-preserving bar visibility representation for outer-1-
planar graphs. (This is not trivial: some 1-planar graphs have no embedding-



preserving visibility representations at all [12] and in particular no bar visibility
representations.)

Fix an arbitrary reference-edge (s, t) and an arbitrary root-to-leaf path π.
We show that G in fact has two such drawings, one is a TB1,2-drawing while the
other is a TB2,1-drawing. Consider the five possible configurations at the face
fst incident to (s, t) in G that we saw in Fig. 17. Let G′ be the hanging subgraph
at the edge that fst has in common with the next face of Pπ. Recursively obtain
either a TB1,2-drawing or a TB2,1-drawing Γ ′ of G′ (this choice is dictated by
the configuration of fst). In all cases, we can add the missing vertices of fst
and insert (recursively obtained) drawings of hanging subgraphs at edges of fst
to obtain the desired bar visibility representation. Fig. 18 shows all cases for
creating a TB2,1-drawing; creating a TB1,2-drawing is symmetric.
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Figure 18. Constructing an embedding-preserving visibility representation.

E.2 Lower bounds

Theorem 6. Any OP-∞-drawing of a graph G (not necessarily outer-1-planar)
has height and width Ω(pw(G)).

Proof. We only prove the bound on the height h; the bound on the width then
holds after rotating Γ by 90◦. Define a new graph G′ as follows: For any edge
e = (u, v) of G that is drawn with k horizontal segments, replace e by a path
from u to v with k new vertices. For each such new vertex x, let P (x) be the
horizontal segment that x corresponds to. Since vertex-polygons are disjoint and
no edge-segment overlap, any grid point now belongs to (at most) three polygons
P (·); one from a vertex of G and up to two from horizontal edge-segments of Γ .

We obtain a path decomposition P of G′ by sweeping a vertical line ` from
left to right. We interrupt the sweep whenever ` reaches the x-coordinate of a
vertical edge-segment or a vertical side of a vertex-polygon. At this time-point,
attach a new bag B at the right end of P and insert all vertices v for which P (v)
is intersected by `. The properties of a path decomposition are easily verified:
For any vertex v of G′, polygon P (v) span a contiguous set of x-coordinates, and
hence v belongs to a contiguous set of bags. Any edge (v, w) of G′ is represented
by a vertical segment, and hence covered by the bag created when sweeping the
x-coordinate of this segment. Finally any bag has size at most 3h since at most



three polygons occupy each grid-point in a column. Since G′ is a subdivision of
G, therefore pw(G) ≤ pw(G′) ≤ 3h− 1 as required.

With more care (and after inserting columns and thicken vertex-polygons
to have no vertical segments) one can actually show pw(G′) ≤ 2h − 1, and
pw(G′) ≤ h if no horizontal edge-segment intersects a vertex-polygon without
ending there. We leave those details to the reader.

Theorem 7. For any k and n ≥ 4k, there exists an outer-1-plane graph with n
vertices and k crossings that requires at least 2k height and width in any planar
drawing.

Proof. This essentially follows from the proof of [7, Theorem 1]. Consider the
graph with 4k vertices {x1, x2, . . . x2k, y2k, y2k−1, . . . , y1} as the outer-face where
{x2i−1, x2i, y2i−1, y2k} form a complete graph K4 drawn with one crossing for
i = 1, . . . , k. This is an outer-1-path with crossing edges in every second inner
face of the planar skeleton. As argued in [7] any planar drawing of this graph
contains k nested triangles, and thus must have height at least 2k. If 4k < n,
then adding an arbitrary n−4k vertices gives the desired graph.

x1 x2

y1 y2

x2k

y2k

x2k−1

y2k−1

Figure 19. A graph with k crossings that requires height at least 2k in any planar
drawing.

Note that the graph used in the example above has pathwidth 3; thus this
crossing number lower bound is not subsumed by the pathwidth lower bound.

E.3 More constructions

We now give the details that lead to Theorem 8. As in Section 4 we assume that
our input graph G is plane-maximal with a reference-edge (s, t), and we choose
some root-to-leaf path π in G∗. Let Pπ be the outer-1-path whose inner dual is π
and let fst be the face of Pπ incident to (s, t). At most one of s and t can belong
to the face f ′ after fst on Pπ; up to symmetry we assume that s does not belong
to f ′. The enhanced π-path P+

π is the plane-maximal outer-1-path formed by Pπ
together with all neighbours of s. Let ê 6= (s, t) be an arbitrary outer-face edge
on the leaf-face of π, and enumerate the outer face of P+

π as x0, . . . , x`, yr, . . . , y0
where ê = (x`, xr) and (s, t) = (y0, y1). Note that (in contrast to Section 4) the
end-edge is not (s, t); instead it is the other outer-face edge incident to s.
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Figure 20. Example-graph for constructing bar visibility representations. Pπ is shaded.

Drawing P+
π . We already discussed in Lemma 4 how to create a visibility

representation of an outer-1-path, but now the situation is different because we

want bars, rather than boxes. The canonical drawing of P+
π is defined as fol-

lows (we adopt ideas from [5], but use an extra row). All bars for x0, . . . , x` are
in row −1; all bars for y1, . . . , yr are in row 1. We assign x-coordinates to the

endpoints of these bars by parsing the faces f1, . . . , fk of P+
π in order, begin-

ning with the one incident to (x0, y0). We use b(u) for the bar representing u.
Both b(x0) and b(y0) begin at x-coordinate 1. If face fh (for h ≥ 1) contains
no crossing, say fh = {xi, xi+1, yj}, then b(xi) ends, b(xi+1) begins and b(yj)
extends further rightwards. See e.g. {x2, x3, y2} in Fig. 21. If fh contains an
opposite-boundary crossing, say fh = {xi, xi+1, yj , yj+1}, then b(xi) ends and
b(xi+1) begins, and one unit further right b(yj) ends end b(yj+1) begins, see
e.g. {x4, x5, y3, y4} in Fig. 21. Finally if fh contains a same-boundary crossing,
say fh = {xi, yj , yj+1, yj+2}, then b(yj) ends, b(yj+1) begins and ends immedi-
ately again, and then b(yj+2) begins, see e.g. {x6, y5, y6, y7} in Fig. 21.

s=y0
t=y1

y2 y3 y4 y5 y6

x1 x3 x4 x5 x6x0 x2

y7

0

1

−1

Figure 21. Drawing the planar skeleton.

Observe that row 0, which we call the center row, remains empty, i.e., inter-
sects no vertex. (We can delete empty rows in the final drawing, but maintaining
it during the construction gives us a place to add further rows as needed.)

The resulting drawing ΓP represents P+
π , and, in order to draw P+

π , we shall
draw each pair of crossing edges. The method to do this depends on whether
we have same-boundary crossings or opposite-boundary crossings and on the
drawing model, and will be detailed in the following sections.



Inward merging. As in Section 4, the idea is to merge hanging subgraphs of the
path, but this time we merge “inward”. Assume that for each hanging subgraph
we can recursively obtain a TC1,1-drawing ΓH , i.e., bars b(u) and b(v) occupy
the top corners. Expand the center row into as many rows as needed for the
hanging subgraphs. Then for each hanging subgraph H, we insert ΓH (possibly
after rotation) in these new rows in such a way that the two drawings of the
reference-edge of H coincide. See Fig. 22. We remark that, when performing an
inward merging, the outer-1-planar embedding is not respected (some vertices
will not be on outer-face anymore). Inward merging was used in [5] to create
drawings of outer-planar graphs with height O(pw(G)).

s=y0
t=y1

y2 y3 y4 y5 y6

x1 x3 x4 x5 x6x0 x2

y7

Figure 22. Inward merging. We shade the faces of P+
π for easier identification later

on.

Handling most same-boundary crossings. Let ΓP be the canonical drawing

of P+
π ; here vertices s, t are drawn at the left end of row 1 since (s, t) = (y0, y1).

We now show how to handle all same-boundary crossings except the one that
may occur at face fst. Add a new row each above and below the center-row.
For a same-boundary crossing, let the middle vertex be the middle of the three
vertices that are on the same boundary. For each same-boundary crossing (say
at face f 6= fst), move the middle vertex into the adjacent new row and re-route
the incident edges of f vertically after extending vertex bars as needed. The two
crossing edges can now both be inserted; one horizontally in row 1 or −1, and
the other one vertically. See Fig. 23.

s=y0
t=y1

y2 y3 y4 y5 y6

x1 x3 x4 x5 x6

y6

x1

x0 x2

y7

Figure 23. Handling most same-boundary crossings. Edges in crossings are red (bold).
Light gray boxes are extensions of existing vertex-boxes.



We must be careful to keep space available for merging hanging subgraphs
later. We say that an edge (u, v) permits merging in one of the following two
cases. Either (u, v) is drawn horizontally, and the axis-aligned rectangle between
(u, v) and the center-row is empty. Alternatively, (u, v) is drawn vertically, both
its ends are on the same side of the center-row, and if (say) v is closer to the
center-row than u, then b(v) ends at (u, v), and there is an axis-aligned empty
rectangle where one horizontal side is u, the other horizontal side is on the center,
and one vertical side contains (u, v). In the canonical drawing all edges that
might have hanging subgraphs were drawn horizontally and permitted merging.
One verifies that edges that are now drawn vertically (due to a same-boundary
crossing) likewise permit merging.

Handling the remaining crossings. Now consider an opposite-boundary
crossing, say at face {xi, xi+1, yj , yj+1}. None of {xi, xi+1, yj , yj+1} is the
middle vertex of a same-boundary crossing, so these vertices are in rows 2 and
−2, respectively. Handling opposite-boundary crossings, as well as the same-
boundary crossing at fst, is the only part where the drawing-algorithm depends
on the drawing-model.

Planar bar visibility representations. For planar bar visibility representations, we
handle opposite-boundary crossings by moving vertices outward to new rows, and
inserting one of each pair of crossings at the extreme right end of the drawing.
Specifically, at any opposite-boundary crossing at a face {xh, xh+1, yz, yz+1},
mark xh and yz+1. Also, if fst is a same-boundary crossing, then it is of the
form fst = {s, t, y1, xρ} for some index ρ and we mark y1 and xρ. Finally, mark
t if it was not marked yet.

See Fig. 24 for the following process. For any vertex v, let m(v) be the total
number of marks at v or at vertices further right on the same boundary as v.
We move yz upwards by m(yz) rows and we move xh downwards by m(xh)
rows (inserting new rows as needed and re-routing outer-face edges so that they
permit merging). If χP is the number of crossings in P+

π , then the total number
of rows is now at most 4 + 2χP : We started with 3 rows originally, added one
row because we marked t, add two rows total for same-boundary crossings (but
need those only if there are actually such crossings), and then two more rows for
each remaining crossings.

We restore edges and insert the missing crossings in order from right to
left, i.e., by decreasing index on the boundary. Consider an opposite-boundary-
crossing at face f = {xh, xh+1, yz, yz+1}. Vertices xh and yz+1 was marked,
hence b(yz+1) is higher than the bars of yz+2, . . . , yr while b(xh) is lower than
the bars of xh+1, . . . , x`. We can hence expand both yz+1 and xh rightward
beyond everything drawn in the rows between them and insert (xh, yz+1) as a
vertical edge at the very right end of the drawing. We can also draw (xh+1, yz)
vertically within f , after expanding xh and yz+1 towards each other if needed.

If fst is a same-boundary crossing, then t and xρ were both marked, and
so can be expanded rightward and (t, xρ) can be drawn vertically at the very
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Figure 24. Handling the remaining crossings by adding rows for a planar bar visibility
representation. Dotted arrows indicate vertices that are marked.

right end of the drawing. Also, edge (s, y2) is drawn vertically within fst, by
expanding s and y2 towards each other. We also marked y2, and did this so that
b(y2) likewise can be expanded to the right; then outer-face edge (y2, t) can be
drawn at the right end to permit merging.

Note that t is always marked and that s is never marked, so m(t) = m(s) and
s, t are both in the topmost row and no other vertex is in that row. If needed,
we can expand t to cover the rightmost endpoint. We hence have:

Lemma 8. For any root-to-leaf path π in G∗, graph P+
π has a planar bar visi-

bility representations on at most 4 + 2χ(P+
π ) rows that is a C1,1-drawing.

Furthermore, the center row is empty, and any edge that could have an at-
tached hanging subgraph permits merging.

Bar-1-visibility representations. For bar-1-visibility representations, we change
the drawing as illustrated in Fig. 25. First we add three new rows above and one
new row below, so that we now have rows −3, . . . , 5. Parse the bars in row −2
left to right (these are the bars b(x0), . . . , b(x`), except those of middle vertices
of opposite-boundary crossings). Move every second of these bars into row −3.
We can choose to move b(x0) or not, and do this choice as follows. If fst contains
an opposite-boundary crossing, say fst = {xρ, xρ+1, s, t} then we do the choice
such that xρ ends in row −3; otherwise the choice is arbitrary. Any outer-face
edge (xh, xh+1) can be re-routed vertically (after extending bars of its endpoints
towards each other) and then still permits merging.

As for the bars in row 2, we move both b(s) and b(t) into row 5. We move
b(y2) (if it is in row 2) into row 4, and move every other of the remaining bars
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Figure 25. Handling the remaining crossings for bar-1-visibility representations.

of row 2 into row 3. This makes all edges (except (s, t)) vertical, as required for
a bar-1-visibility representation.

We first handle the same-boundary crossing at fst (if it exists). Assume that
this is fst = {s, t, y2, xρ}. Since b(t) is on row 5 and b(y2) is on row 4, we can route
(t, xρ) by traversing b(y2), while (s, y2) can be routed inside fst after extending
the vertices towards each other. As for planar bar visibility representations, we
also expand both b(t) and b(y2) rightwards and route outer-face edge (t, y2) at
the right end so that it permits merging. See Fig. 25.

Now parse the opposite-boundary crossings from left to right. Say we han-
dle crossing edges (xh, yz+1) and (yz, xh+1). If b(xh) is in row −3, then we ex-
pand b(xh) rightwards beyond edge (xh, xh+1) and draw (xh, yz+1) by traversing
b(xh+1) (which is in a higher row since we alternate). See e.g. {x4, x5, y3, y4} in
Fig. 25. Note that this case always applies if fst contains a opposite-boundary
crossing because b(xρ) is placed in row −3.

If b(xh) is in row −2, but b(yz) is higher than b(yz+1), then similarly we can
expand b(yz) rightwards beyond (yz, yz+1) and draw (yz, xh+1) by traversing
b(yz+1). See e.g. {x3, x4, y2, y3} in Fig. 25.

The only case that is more difficult is when b(xh) is on row −2 and yz
is on row 2. See e.g. {x5, x6, y4, y5} in Fig. 25. Bars b(xh) and/or b(yz) may
already have been traversed when handling an opposite-boundary crossing fur-
ther left, so we must be careful not to traverse it again. However, b(xh) is tra-
versed by an edge only if the last handled opposite-boundary crossing was at
face {xh−1, xh, y`, y`+1} for some ` < j. In this case, none of b(y`+1), . . . , b(yz)
are traversed, because b(y`+1) is not traversed at the crossing if b(xh) is, and
there are no other opposite-boundary crossings involving y`+1, . . . , yz. So at least
one of b(xh), b(yz) has not been traversed. Route one of the crossing edges to
traverse that bar (after extending either b(xh+1) or b(yz+1) leftward).

So in all cases we can draw one of the two crossing edges (xh, yz+1) and
(yz, xh+1) by traversing one bar of the four vertices. The other edge of the
crossing can be inserted within the face vertically, by extending its endpoints
towards each other.



Note that by construction s and t are the only vertices in the topmost row,
and we can expand b(t) to cover the rightmost corner. We hence have:

Lemma 9. For any root-to-leaf path π in G∗, P+
π \ (s, t) has a bar-1-visibility

representation on 8 rows that is a C1,1-drawing.
Furthermore, the center row is empty, and any edge that could have an at-

tached hanging subgraph permits merging.

Putting it all together. We now put these path-drawings together with draw-
ings of the hanging subgraphs by merging inward.

Theorem 8. Every outer-1-plane graph G has a planar bar visibility represen-
tation of area O((pw(G)+χ(G))n) and a bar-1-visibility representation of area
O(n·pw(G)).

Proof. We first need a small detour to explain how to choose path π. Pick an
arbitrary reference-edge (s, t), and let T be the inner tree G∗, rooted at fst.
We define the rooted pathwidth rpw(T ) to be 1 if T has exactly one leaf, and
rpw(T ) = minπ maxT ′∈T (T,π){1 + rpw(T ′)} otherwise, where the minimum is
over all root-to-leaf paths π, and T (T, π) is the set of rooted subtrees obtained
by deleting the vertices of π from T . The path π that achieves the minimum is
called a spine and satisfies that rpw(T ′) < rpw(T ) for all T ′ ∈ T (T, π). See [8]
for details.

We now prove (by induction on rpw(T )) that we have

– a planar bar visibility representation with height at most 2rpw(T ) + 2χ+ 1,
– a bar-1-visibility representation of G\(s, t) with height at most 6rpw(T )+1.

Furthermore, these are C1,1-drawings. In the base case, rpw(T ) = 1, so G is an
outer-1-path and the result holds by Lemma 8 and 9 since we can delete the
empty center-row. So assume rpw(T ) > 1, and let π be a spine of T . Apply
Lemma 8 and 9, respectively, to obtain drawing ΓP of P+

π . Apply induction to
any hanging subgraph H to obtain its drawing ΓH .

In ΓH , bars b(u), b(v) of the reference-edge (u, v) occupy the top corners. In
ΓP , (u, v) permits merging. If (u, v) is drawn horizontally in ΓP , then we can
simply merge the drawing inward, after adding sufficiently many new rows at
the center-row. If (u, v) is drawn vertically in ΓP , say with (up to symmetry)
both u, v above the center-row and u above v by Y ≥ 0 rows, then simply raise
u in ΓH by Y rows and call the result Γ ′H . Then the placement of u and v is
the same in ΓP and Γ ′H (up to rotation) and so again after adding new rows as
needed at the center row Γ ′H can be merged.

The number of new rows that we need for the subgraphs is no more than
maxH{height(ΓH)−2}: we already had the (empty) center-row that we can use,
and we do not need space row of b(u) and b(v) (or all other rows added for Γ ′H)
since these reuse rows that already exist in ΓP .

For bar-1-visibility representations, ΓP used 8 rows and each ΓH has height at
most 6(rpw(T )−1)+1 by induction since the rooted pathwidth of H∗ is smaller.



So the height is at most 8 + (6rpw(T )−5)−2 = 6rpw(T ) + 1 as desired. For bar
visibility representations, ΓP used 4+2χP rows, and each hanging subgraph has
at most χ−χP crossings and hence height at most 2(rpw(T )−1)+2(χ−χP )+1.
So the total height is at most 2rpw(T ) + 2χ+ 1 as desired.

By induction our claim holds. It is well-known that rpw(T ) ≤ 2pw(T ) + 1 [8]
and that pw(T ) ≤ pw(G) [15]. So we create drawings of height proportional to
pw(G) and pw(G)+χ, respectively. For bar-1-visibility representations, currently
edge (s, t) is missing, but it can be inserted horizontally, and then be made
vertical by moving one of s and t up into a new row. This proves the theorem
since the width is O(n) by Obs. 1.
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