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Abstract. Measuring the informational content of text in economic and
financial news is useful for market participants to adjust their perception
and expectations on the dynamics of financial markets. In this work, we
adopt a neural machine translation and deep learning approach to extract
the emotional content of economic and financial news from Spanish jour-
nals. To this end, we exploit a dataset of over 14 million articles published
in Spanish newspapers over the period from 1st of July 1996 until 31st of
December 2019. We then examine the role of these news-based emotions
indicators in forecasting the Spanish IBEX-35 stock market index by
using DeepAR, an advanced neural forecasting method based on auto-
regressive Recurrent Neural Networks operating in a probabilistic set-
ting. The aim is to evaluate if the combination of a richer information
set including the emotional content of economic and financial news with
state-of-the-art machine learning can help in such a challenging predic-
tion task. The DeepAR model is trained by adopting a rolling-window
approach and employed to produce point and density forecasts. Results
look promising, showing an improvement in the IBEX-35 index fitting
when the emotional variables are included in the model.

Keywords: IBEX-35 stock index + Deep learning - Neural forecasting -
DeepAR - Machine translation + Emotion classification - News analysis

1 Introduction

Forecasting economic and financial variables is a challenging task for several
reasons including, among others, the effect of volatility, regime changes, and low
signal-to-noise ratio [15]. In addition, modern economies are subject to numerous
shocks that make such prediction task extremely hard, particularly during times
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of economic turmoil like the ones we are currently experiencing with the Covid-
19 pandemic [50]. In this context, the incorporation in forecasting models of
economic and financial information coming from news media, like in particular
emotions and sentiment, has already demonstrated great potentials [1,4,8,23,
33,42,49].

Our endeavour is to explore the predictive power of news emotions for fore-
casting economic and financial time series by leveraging on the recent advances in
the literature on deep learning [9,31,38,39]. We believe that news are a promising
forecasting tool since they describe recent economic events and trends, represent
the updated expectations of market participants about the future, thus signifi-
cantly influencing investors’ perception and decisions.

In this work, we first extract sentences referring to specific economic and
financial aspects from Spanish news, over a period of time ranging from July
1996 to December 2019'. We then use a neural machine translation (NMT) [43]
approach based on deep learning for classifying sentences into groups, according
to the Ekman’s six basic emotions [19]: fear, anger, joy, sadness, disgust, sur-
prise. The method leverages on the recent NMT approach by Tebbifakhr et al.
[44] used for sentiment classification, readapting it to the massive annotation task
of Spanish news with emotion labels. This approach originally adapts a NMT
system, which is trained for general translation purposes, to produce translation
that is easier to process by a downstream classifier in the target language. In
our case, we use this methodology to adapt a Spanish-to-English NMT system
targeting an emotion classifier in English, fine-tuned on the economic and finan-
cial domain. This approach allows us first to translate the Spanish news into
English and then to annotate them using the English classifier. The advantage
of translating before annotating is that the English classifier can be trained on a
large amount of available annotated data. Although in this work we focus on the
IBEX-35 index and Spanish news [14], the methodology is easily generalizable
to other languages, and portable to other domains and evaluation scenarios.

We adopt this approach to extract a set of emotion indicators from Spanish
economic and financial news and explore whether they provide useful predictive
signals to improve the accuracy of existing forecasting models for financial vari-
ables [20]. Specifically, we focus on the Spanish IBEX-35 stock index, aiming at
predicting its daily fluctuations by using as inputs the past time series values
along with the daily emotion indicators.

The forecasting methodology employed for this task is DeepAR, a recent
neural forecasting methodology proposed by Salinas et al. [39] that builds upon
previous work on deep learning for time series data [9,30,31]. This powerful
approach produces accurate probabilistic forecasts, based on training an auto-
regressive Recurrent Neural Network (RNN) model with feedback connections on
a given number of related time series, which in our case are the emotion signals.
The aim is to disentangle the improvement in the forecasting power due to the

! We focus on Spain since it gives, from our commercial provided, the largest coverage
of news relative to other EU countries. The largest covered period is indeed the used
one, that is from July 1996 to December 2019.
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inclusion of the emotions indicators extracted from news within the DeepAR
approach. Since our forecasting method calculates the probability attached to
each forecast, the output can help investors in their decision making according
to their individual risk tolerance.

Our results show that the emotion indicators extracted from news, used in
combination with DeepAR, improve the performance of forecasting for the anal-
ysis of the IBEX-35 stock index. The method is also benchmarked against two
traditional approaches (simple moving average and a naive method for random
forecasts). Overall, the obtained results look promising. We believe that the com-
bination of the cutting-edge technologies used in our approach has high potential
for the implementation of effective solutions for the prediction of other economic
and financial indexes.

2 Background

Recent literature has pointed at the important role of financial investor’s senti-
ment and emotions in anticipating interest rates dynamics [34,45]. News articles,
in particular, represent a relevant data source to model economic and financial
variables, and several studies have already exploited this additional source of
information. A seminal work that has used a sentiment variable calculated on
news articles from the Wall Street Journal is that by Tetlock [45]. The author
shows that high levels of pessimism are a relevant predictor of convergence of
the stock prices towards their fundamental values. Several other papers have
tried to understand the role that news play in predicting, for instance, com-
pany news announcements, stock returns and volatility. Agrawal et al. [2] and
Dridi et al. [17] have recently used emotions extracted from social media, finan-
cial microblogs, and news to improve predictions of the stock market. Hansen
and McMahon [26] has looked at the emotional content of the Federal Reserve
statements and the effects of these statements on the future evolution of mone-
tary policy. Other papers ([46,47] and [41] among others) have classified articles
in topics and extracted emotional signals that showed to have a predictive power
for measures of economic activity, such as GDP, unemployment and inflation [25].
These results have shown the high potential of emotions extracted from news on
monitoring and improving the forecasts of economic developments [17].

Studies adopting machine learning approaches to forecast financial indexes
have also increased exponentially in recent years (see, e.g. [7,10,15,22,24,37]).
Among these, several studies have successfully adopted various versions of deep
learning [9,31,39]. For a survey on the use of deep learning methods for time
series forecasting, the reader is referred, among others, to [9,28, 30, 38]. Recently,
in [39] the authors proposed DeepAR, an RNN-based forecasting model using
Long Short-Term Memory (LSTM) or Gated Recurrent Unit (GRU) cells, the
latter being a simplification of LSTMs that does not use a separate memory cell
and may result in good performance for certain applications. At each time step,
DeepAR takes as input the previous time points and covariates, and estimates
the distribution of the values of the next period. This is done via the estimation
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of the parameters of a pre-selected distribution. Training and prediction follow
the general approach for auto-regressive models [39].

A common trait of the other machine learning approaches employed to fore-
cast financial and economic time series is that they are generally constrained to
a point forecasting setting [21,28,29]. Differently, the approach described in the
following section focuses on the full predictive distribution, not just a single best
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Fig. 1. IBEX-35 stock index (top), and the daily fluctuations of the IBEX-35 index
defined as the log-difference between consecutive observations (bottom).
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realization, making the analysis more robust and reducing uncertainty in the
downstream decision-making flow. In addition, a large part of existing studies
that predict stock market indices has addressed the forecasting problem as a
classification task, where the goal is predicting the direction of the stock index
rather than its actual variations (see e.g. [12,18,40,51]). Indeed, forecasting the
variations of the stock index directly, as we aim in this work, is an extremely
challenging task given that the series behaves similarly to a random walk process.
All these characteristics make our approach very innovative.

3 Data

The source of economic news is obtained from a commercial provider.? The
dataset consists of around 14 million articles, full-text, from July 1, 1996 until
December 31, 2019. Their source is Spanish newspapers, selected so as to achieve
a good national as well as regional coverage.® We extract sentences referring to
specific economic and financial aspects, by using a keyword-based information
extraction procedure with search keywords broadly related to the Spanish econ-
omy, monetary and fiscal policies.? In order to filter out only sentences referring
to Spain, we also use a location detection heuristic [6] assigning the location to
which a sentence is referring as its most frequent named-entity location detected
in the news text, and then selecting only sentences with specific assigned loca-
tion labels related to Spain. (see Footnote 4) With this procedure we obtain a
total of over 4.2 million sentences.

We obtain the IBEX-35 index from Yahoo Finance.? This is a free-float,
capitalization-weighted stock market index that tracks the performance of the
35 most liquid stocks traded on the continuous market on the Bolsa de Madrid.
For our study, we consider the close price of the index, that is the price of the
stock at the closing time of the market on a given day. Being the IBEX-35 a
highly persistent and non-stationary index (see Fig. 1, top), we have applied
a log-difference transformation to obtain a stationary series of daily changes
representing our prediction target shown (Fig. 1, bottom). Missing data related
to weekends have been dropped from the target time series, giving a final number
of 5,950 data points for the time period of interest.

2 Dow Jones Data, News and Analytics Platform: https://www.dowjones.com/dna/.

3 El Mundo, ABC, Ezpansién, La Vanguardia, Cinco Dias, El Pais, Actualidad
Econdémica, Agencia EFE - Servicio Econdmico, Alimarket, Aseguranza, El Com-
ercio, Cérdoba, El Correo, El Diario de Leén, Diario Montanés, El Diario Vasco,
FEuropa Press, Hoy, Ideal, El Periddico, Las Provincias, La Rioja, Sur, La Verdad,
La Voz de Galicia.

4 The complete list includes around 300 terms, such as inflation, consumer prices,
bankruptcy, economic volatility, housing market, competitiveness, debt, employment,
bubble bust, bond market, etc., and can be obtained upon request from the authors.

5 https://finance.yahoo.com/quote/%5EIBEX.
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4 Methods

4.1 Machine Translation

We classify the 4.2 million according to the Ekman’s basic emotions [19] using
a recent NMT approach [44], adapted from a sentiment to an emotion classi-
fication setting [1]. The lack of emotion-annotated data in languages different
from English requires to first translate the Spanish sentences into English using
NMT, and then to annotate them with an English emotion classifier.

NMT systems [43] are based on neural technology that requires large quan-
tities of training data, from which they learn how to translate text in the source
into text in the target language. The training data consists of “parallel” sen-
tence pairs, where the source and the target sentences are one the translation of
the other. During training, the NMT system iterates over the data for a num-
ber of epochs until the performance measured in terms of training loss (e.g.
cross-entropy) reaches a plateau. The “MT for machines” paradigm proposed in
[44] represents a variant of this general approach, which is oriented to generat-
ing automatic translations that, instead of targeting human readers, should be
easy to process by NLP tools. The underlying idea is to orient NMT adapta-
tion towards “machine-oriented” criteria (i.e. maximising the performance of a
downstream NLP component fed with the NMT output) rather than the stan-
dard “human-oriented” quality criteria of output fluency and semantic adequacy.
This is done by applying Reinforcement Learning techniques [15,44], in which
NMT model optimization is driven by rewards collected in terms of final perfor-
mance in the downstream task of interest (in our case, emotion classification).

It is known that the larger the training set, the better the capability of the
model to translate and generalize to unseen inputs [43]. For our work, we first
train a generic Spanish to English NMT system, built using the freely available
parallel data (around 84M parallel sentences) present in the OPUS website,’
tokenized and encoded using 32K byte-pair codes. To develop the NMT system,
we use the Transformer architecture by Vaswani et al. [48] with the original
parameter settings. We perform the training step until convergence, that is until
we reach a plateau in the computed loss. For training the NMT system, we
use the OpenNMT-tf (v2.0.1) toolkit.” We also embedd a pre-trained Spanish
BERT model® inside the NMT system [13,52] to give a better representation of
the source Spanish text during translation; this experimental choice has shown
to be advantageous for our task.

We then adapt the generic Spanish-English NMT model to the economic
domain by fine-tuning it on parallel sentences derived by the news, using two
approaches:

1. Back-translating the English in-domain data. We automatically translate the
English economic sentences back into Spanish. Doing so, we generate transla-
tion pairs in which the Spanish source side is the output of the NMT system

5 OPUS, the open parallel corpus. Available at: https://opus.nlpl.eu/.
" https://github.com/OpenNMT/OpenNMT-tf.
8 BETO - available at: https://github.com/dccuchile/beto.
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and the English target side contain human-quality sentences. The Spanish-
English sentence pairs are then used to adapt the NMT system.

2. Selecting in-domain translation pairs from the training data. We train a lan-
guage model using the English economic sentences and use it to rank the
English side of the 84M parallel sentences from OPUS. A higher rank means,
for a given sentence, a higher similarity to the economic sentences. To have a
fair comparison, from the top of this parallel ranked list, we select an amount
of data equal to the original economic sentences in terms of number of tokens
on the English side. The Spanish-English selected sentence pairs are then
used to adapt the NMT system.

The fine-tuning [15,31] is performed continuing the training of the generic
model using the economic parallel data created with the two methods, consid-
ering them both together and in isolation.

4.2 Emotion Classification

The English classifier is based on a BERT language model [16] adapted to our
classification problem. Recent works on sentence classification have shown that
neural language models can be used to transform a textual sentence into a spe-
cial token vector (CLS) that represents the input sentence. This vector can be
used for any sentence-level classification task, including emotion detection. To
build the classifier, the language model needs to be trained on a large unsu-
pervised corpus, then embedded in a neural network that transforms the token
vector in one of the desired categories. We use in particular one fully-connected
neural layer, which maps the CLS token of the English BERT into the emotion
classes. We train the resulting architecture until convergence on a freely available
database with English sentences annotated with emotion labels.”

This general model is then further fine-tuned for our emotion detection task
by re-training it using a set of 5,100 Spanish economic sentences annotated with
the Ekman’s six basic emotions [19] by 8 different annotators'® and translated
into English using the European Commission eTranslation service.!! For the
annotation task we use the commercial Amazon AWS SageMaker service.'? In

9 The annotated English corpus is taken from the unified emotion datasets by Bostan

and Klinger [11], available at: https://github.com/sarnthil /unify-emotion-datasets.
It is a large English collection of different emotion datasets [11], mapped to a unified
set of emotion classes from which we select the those considered in our study. Note
that, after some pre-processing, each considered emotion category contains at least
2K samples.

Annotators have been also allowed to assign a “no emotion” class in the case they

believe the sentence is not providing any emotion connotation.

"' More details about the eTranslation service are available at: https://ec.
europa.eu/info/resources-partners/machine-translation-public-administrations-
etranslation_en.

2 Amazon AWS SageMaker service, available at: https://aws.amazon.com/
sagemaker/.

10
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order to realize a unique label for each sample, the following steps are followed: (i)
For each sample, we detect the label with the highest vote. In case of equal votes
between classes, the priority is given to the least represented class in the dataset;
(ii) We select a positive threshold equal to 3 and assign the corresponding label
to all the samples with the identified vote higher than this threshold; (iii) The
remaining samples are discarded. Given that the number of “Disgust” samples
obtained with this procedure resulted to be very low (only 26 samples), this
class has been removed from the dataset. We then split the labelled data into
training, development and test sets with the following proportions: 0.6, 0.1, and
0.3. Overall, the classifier is able to reach an average F1 score on test of nearly
70%, which represents quite an acceptable classification performance for our final
task.

For the final massive emotion annotation of the 4.2M sentences selected from
the Spanish news, we then use the developed NMT system for translating them
into English, and then the English classifier to annotate the translated sentences
with the considered emotions. The final distribution of emotion labels in the
annotated Spanish sentences is: surprise = 25%, joy = 19%, sadness = 13%,
anger = 10%, and fear = 9%, overall resulting to be quite balanced between
positive and negative classes.'?

4.3 Forecasting Method

Classic techniques in economy and finance do not scale well when the dimen-
sion of the data is big, noisy, and highly volatile [15]. In these cases, we need
“good”, “acceptable” answers even if input data are extremely complex, work-
ing out of the box to recognize patterns among data and give improved quality
predictions. Following this direction, Salinas et al. [39] proposed DeepAR, a
forecasting method based on auto-regressive RNNs and leveraging on previous
work on deep learning to time series data [9,28,31]. The approach is data-driven,
that is, DeepAR learns a global forecasting model from historical data of all time
series under consideration in the dataset. The model tailors an RNN architecture
into a probabilistic forecasting setting, in which predictions are not restricted
to point forecasts only, but density forecasts are also produced accordingly to a
user-defined distribution (in our case a student ¢-distribution is experimentally
selected). The outcome is more robust with respect to point forecasts alone, and
uncertainty in the downstream decision making flow is reduced by minimizing
expectations of the loss function (negative log-likelihood) under the forecasting
distribution.

Similarly to classic RNNs, DeepAR is able to produce a mapping from input
to output considering the time dimension. This mapping, however, is no longer
fixed [27]. In addition to providing more accurate forecasts, DeepAR has also
other advantages compared to classical approaches and other global methods

13 The remaining 24% of samples are classified as “no emotion” and removed from the
dataset.
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[39]: (i) As the model learns seasonal behavior and dependencies on given covari-
ates across time series, manual feature engineering is drastically minimized; (ii)
DeepAR makes probabilistic forecasts in the form of Monte Carlo samples that
can be used to compute consistent quantile estimates for all sub-ranges in the
prediction horizon; (iii) By learning from similar items, DeepAR is able to pro-
vide forecasts for items with little history, a case where traditional single-point
forecasting methods fail; (iv) DeepAR does not assume Gaussian noise, but can
incorporate a wide range of likelihood functions, allowing the user to choose one
that is appropriate for the statistical properties of the data.

DeepAR supports both LSTM and GRU cells. In our case we use an LSTM
architecture to ensure overcoming vanishing gradients issues, typical of RNNs
[31]. All the network weights and bias coefficients are estimated as usual dur-
ing the training phase by back-propagating and minimizing the negative log-
likelihood loss function. The DeepAR model that we use in our study has been
deployed by using the implementation available in Gluon Time Series (GluonTS)
[3], an open-source library for deep learning-based time series approaches'* inter-
facing Apache MXNet.'> We adopt a rolling window estimation technique for
training and validation, with a window length equal to half of the full sample,
that is 2,975 data points. For each window, we calculate one step-ahead fore-
casts. We also set a re-training step for the model equal to 7 days, meaning
that every 7 consecutive data points the DeepAR model is completely retrained.
Hyperparameter tuning for the model has been performed through Bayesian
hyperparameter optimization using the Ax Platform [5,32] on the first estima-
tion sample, providing the following best configuration: 1 RNN layer having 20
LSTM cells, 500 training epochs, and a learning rate equal to 0.001.

5 Results

In this section, we show our early empirical findings on the application of
DeepAR to the prediction of the IBEX-35 daily changes, augmented with the
emotions expressed within the Spanish economic news [14]. Note that forecasting
the log-differences of the IBEX-35 index is an extremely challenging task, as the
series behaves similarly to a random walk process. The goal is to assess whether
news emotions contain some predictive power and might help in this difficult
job.

We use standardization on training data only, a common requirement in
the estimation of machine learning models. Typically, this is done by removing
the mean and scaling to unit variance. However, outliers can often influence
the sample mean/variance negatively, as it applies to our target variable. In
such cases, the median and the inter-quartile range provide better results and,
accordingly, we centere and scale each feature independently with respect to
these robust statistics. Median and inter-quartile range have been computed on
training only, and then stored to be used to transform later validation data.

1 https://gluon-ts.mxnet.io/#gluonts- probabilistic- time-series-modeling.
15 https://mxnet.apache.org)/.
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In the experiments, we consider an autoregressive-only DeepAR, that is with-
out any covariates included in the model, referred to as DeepA R-NoCov. We then
consider a DeepAR model with the news emotions used as covariates, referred
to as DeepAR-Emotions. The experiments have been computed on an Intel(R)
Xeon(R) E7 64-bit server having 40 cores at 2.10 GHz and overall 1TB of shared
RAM. The DeepAR model training requirs to run for few computational hours
in parallel on the available CPU cores.

To benchmark the forecasting power of DeepAR we can compare its perfor-
mance against those of other classic models, like for example a simple moving
average approach (Seasonal-MA) and a naive method (Naive). With the mov-
ing average method, the forecasts of all future values are equal to the average
(or “mean”) of the historical data. If we let the historical data be denoted by
Y1, Y1, then we can write the forecasts as gripr =9 = (1 + ... +yr)/T.
The notation §pp7 is a short-hand for the estimate of y7, 5 based on the data
Y1, ..., y7. In our case, we choose T' = 7, that is we do a one-week moving average
on the daily changes of the IBEX-35 index. For the naive forecasts, instead, we
simply set all forecasts to be the value of the last observation for our target
(i.e. the IBEX-35 log-differences). That is, §p4p7 = y7. Since naive forecasts
are optimal when data observations follow a random walk, these are also called
random walk forecasts. The naive method works well for many economic and
financial time series, as is the case with our IBEX-35 fluctuations data.

Table 1. Out-of-sample forecasting metrics of the different methods, along with loss
function values obtained at 0.1, 0.3, 0.5, 0.7 and 0.9 quantiles.

Metrics R,MSE MAPE mQL QLO.l QLO_3 QLO‘5 QLOJ QLo,g
Seasonal-MA 1.206 |1.525 |1.084 1.069 |1.221 |1.231 |1.204 |1.049
Naive 1.287 [1.471 |1.179 |1.046 | 1.313 |1.424 |1.209 |0.949

DeepAR-NoCov 1.045 |1.450 |0.982 0.975 |1.159 |1.185 |1.108 | 0.868
DeepAR-Emotions | 0.956 | 1.415 | 0.652|0.597 | 0.987 1.0720.930 | 0.516

For the evaluation, we use common time series prediction metrics, namely:
root mean square error (RMSE), symmetric mean absolute percentage error
(MAPE), and mean (weighted) quantile loss (mQL), that is the average quantile
negative log-likelihood loss weighted with the density. Our results are shown in
Table 1, along with the loss function values obtained by the methods at differ-
ent quantiles. As the table shows, there is a clear superiority of the DeepAR
algorithm with respect to the two other approaches. These improvements get
consistently higher when the DeepAR model is combined with the news emo-
tions. This suggests that the emotional content extracted from Spanish news
contain a predictive power for our target forecasting. When these features are
added to DeepAR-NoCov, producing the DeepAR-Emotions model, the results
clearly improve in terms of all the metrics. These results look also consistent
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when we evaluate the models on the different quantiles. The best performance
is obtained again by DeepA R-Emotions, followed by the DeepAR-NoCov model.
We also note that the models show higher performance at high (0.9) and low
(0.1) quantiles, with higher weighted quantile losses in general performing better
than the lower quantiles.

—— zoomed observations
—— zoomed median prediction
4 90.0% prediction interval
mmmm 50.0% prediction interval

Fig. 2. Probabilistic forecasts (green) for the DeepAR-Emotions model and observa-
tions for the target series (blue) for the first 50 days in the forecasting period. The green
continuous line shows the median of the probabilistic predictions, while the lighter green
areas represents an higher confidence interval. (Color figure online)

Let’s now focus more in detail on the results obtained by DeepA R-Emotions,
that from our computational experience appears to be the best performing model
for the prediction task. Figure2 shows the observations for the target time
series (blue line) in the first 50 days of the testing period, together with the
median forecast (dark green line) for the DeepAR-Emotions model and the con-
fidence interval (lighter green). Forecasting an interval rather than a point is
an important feature of the process since it provides an estimate of the uncer-
tainty involved in the forecast, which allows downstream decisions accounting
for such uncertainty. Figure 3 illustrates the median absolute forecast error for
the DeepAR-Emotions model for the entire forecasting period. We can quali-
tatively see that the model does a reasonable job at capturing the variability
and volatility of the time series for such a challenging scenario, overall achiev-
ing an acceptable deviation. The performance of the model drops for periods of
particular crisis, which appears to be hardly predictable even if considering the
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Fig. 3. Mean absolute forecast error for the DeepAR-Emotions model.

emotional content of news. For example, this happens in June 2016: the days
after the Brexit vote. On that occasion, the IBEX-35 index drops by 12.4%, the
biggest one-day drop for the benchmark index in its history, as the political and
economic uncertainty unleashed by the UK referendum results hammering the
shares of Spanish companies. Our model also fails at capturing this pronounced
decline. The model also worsens in performance at the end of 2008 as a result of
the bankruptcy of Lehman Brothers that confirmes the start of a global financial
crisis. This actually corresponds to the other largest falls in the history of the
IBEX-35, where the index falls by more than 9% in October 19, 2008, the day
there is a crash in almost all world stock exchanges. After that black Friday,
the rebound occurs but does not last: a few days later, the stock market crash
is worldwide. As any prediction model would have failed on these unpredictable
events, also our DeepA R-FEmotions algorithm underperforms.

To improve interpretability and impact of the considered news emotions with
respect to the DeepAR model, we also perform the computation of the Shapley
values [35,36] of the model using the SHAP library available for Python.' SHAP
(SHapley Additive exPlanations) is a game theoretic approach to explain the
output of any machine learning model [35]. It connects optimal credit allocation
with local explanations using the classic Shapley values from game theory and
their related extensions [36]. In our case, in particular, we use the model agnostic
KernelExplainer method of SHAP, which is used to explain any function by
using a specially-weighted local linear regression to estimate SHAP values for
the considered model.

To get an overview of which features result to be the most important for
the DeepAR model, in Fig.4 we illustrate a standard bar plot with the mean
absolute SHAP values of the top news emotions over the data samples, sorting by
importance from the most impactful emotions with respect to the model output
to the worst ones. As we can see, negative emotions, i.e., respectively, fear,
anger, and sadness, result to be the features with highest impact, followed by

16 https://github.com/slundberg/shap.
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Fig. 4. SHAP bar plot: average impact of news emotions on model output magnitude.

the positive emotions of joy and surprise. This confirms the findings in previous
literature that have shown media pessimism, in general, to be a relevant predictor
for movements in spreads [4], bond markets interest rates [8,33], and stock prices
[45].

6 Conclusions

In this paper we present an approach aimed at exploring the predictive power
of news for economic and financial time series forecasting. In particular, we
focus on the IBEX-35, a benchmark stock market index for Spain, and consider
the log-differences of its daily close price. We then compute the emotional con-
tent of economic and financial news from Spanish outlets using neural machine
translation, and use them as covariates of DeepAR, a neural forecasting method
operating into a probabilistic setting, opportunely trained and validated with
a rolling window approach. After providing an overview of our methodology,
we report our results on this use-case application, showing satisfactory perfor-
mance of the devised approach for such a challenging task. Emotions extracted
from news look relevant for the forecasting exercise of the IBEX-35 fluctuations.
Overall, DeepAR manages to achieve good trading results, producing better
results when the news-based emotions variables are included into the model.
The method is also benchmarked against two classic forecasting approaches,
confirming its superiority. Results look encouraging, showing an overall validity
of the employed methodology. News-based emotions appear to be good proxies
for market investor’s expectations and behaviour. Their combination with state-
of-the-art machine learning shows to have good potential for the forecasting of
other economic and financial time series.
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