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Abstract. Heart disease (HD) is one of the utmost serious illnesses that afflict
humanity. The ability to anticipate cardiac illness permits physicians to deliver
better knowledgeable choices about their patient’s wellbeing. Utilizing machine
learning (ML) to minimize and realize the symptoms of cardiac illness is a worth-
while decision. Therefore, this study aims to analyze the effectiveness of some
supervised ML procedures for detecting heart disease in respect to their accu-
racy, precision, f1-score, sensitivity, specificity, and false-positive rate (FPR). The
outcomes, which were obtained using python programming language were com-
pared. The data employed in this investigation came from an open database of the
National Health Service (NHS) heart disease which originated in 2013. Through
the machine learning (ML) technique, a dimensionality reduction technique and
five classifiers were employed and a performance evaluation between the three
classifiers- principal component analysis (PCA), decision tree (DT), random for-
est (RF), and support vector machine (SVM). The NHS database contains 299
observations. The system was evaluated using confusion matrix measures like
accuracy, precision, fl-score, sensitivity (TPR), specificity, and FPR. It is con-
cluded that ML techniques reinforce the true positive rate (TPR) of traditional
regression approaches with a TPR of 98.71% and f-measure value of 68.12%. The
true positives rate which is the same as the sensitivity was used to evaluate the
accuracy of the classifiers and it was deduced that the PCA + DT outperformed
that of the other two with a sensitivity of 98.71% and since the value is on the
high side, this implies that the classifier will be able to accurately detect a patient
with HD in his or her body.

Keywords: Machine learning - Heart disease - Confusion matrix -
Classification - Dimensionality reduction

Abbreviations

PCA Principal Component Analysis
ML  Machine learning

DT

Decision Tree

© Springer Nature Switzerland AG 2022
M. Themistocleous and M. Papadaki (Eds.): EMCIS 2021, LNBIP 437, pp. 441-452, 2022.
https://doi.org/10.1007/978-3-030-95947-0_31


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95947-0_31&domain=pdf
http://orcid.org/0000-0002-2592-2824
http://orcid.org/0000-0002-3556-9331
https://doi.org/10.1007/978-3-030-95947-0_31

442 R. O. Ogundokun et al.

RF Random Forest

SVM  Support Vector Machine
FE Feature extraction

FS Feature Selection

HD  Heart Disease

DM  Data Mining

1 Introduction

Cardiovascular illnesses are the biggest cause of mortality globally, as reported World
Health Organization (WHO) [1], with 17.9 m persons dying per annum. Obesity, high
blood pressure, hyperglycemia, and excessive saturated fat are all linked to an increased
risk of heart disease [1]. Additionally, the American Heart Association [2] associates an
increase in weight for instance 1-2 kg daily, sleeping difficulties, limb edema, persistent
cough, and a fast heart rate with HD symptoms. Due to the symptoms’ nature being
similar to other diseases or mistaken with indications of age, diagnosis is a challenge for
practitioners. Physicians now have a new chance to enhance patient diagnosis because
of the rise in medical data gathering [3]. Physicians have expanded their use of computer
technology to aid administrative activities in recent years.

Machine learning (ML) is becoming an essential tool in the healthcare sector to
assist with patient diagnosis. ML is a diagnostic technique that is employed once a job is
big and complex to analyze, for instance, converting a healthcare account of events into
knowledge, making epidemic forecasts, or analyzing genetic data [4—6]. Machine learn-
ing methods have been utilized in recent research to detect and forecast various heart
issues. Melillo et al. [7] were instrumental to the development of an automated classifier
for affected roles with congestive heart failure (CHF) that distinguishes between those at
low and high risk. The sensitivity and specificity of the classification and regression tree
(CART) were calculated to be 93.3% and 63.5%, respectively. To discover the optimum
set of characteristics and enhance performance, Al Rahhal et al. [8] developed a deep
neural network (DNN) categorization of electrocardiogram (ECG) data. Guidi et al. [9]
were instrumental to the development of a clinical decision support system (CDSS) for
heart failure (HF) examination. They examined the performance of several ML classifi-
cation techniques, including neural networks (NN), SVM, CART-based fuzzy rules, and
RF. With an accuracy of 87.6%, the CART method and RF achieved the greatest results.
Zhang et al. [10] used natural language processing (NLP) and the rule-based approach
to find an NYHA class for HF from amorphous medical records, with an accuracy of
93.37%. Parthiban et al. [11] investigated an SVM method for diagnosing HD in diabetic
individuals, achieving a 94.60% accuracy and accurately predicting characteristics like
age, gore pressure, and gore sugar.

The large dimensionality of the dataset is a significant issue in machine learning
[12]. Because analyzing numerous features takes a lot of retention and results in over-
fitting, weighting attributes, reducing repetitious data, and converting period, increas-
ing the algorithm’s accomplishment [13—17]. Different illnesses of health management,
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gene expression, medical imaging, and the Internet of Things may all be characterized
by a limited number of characteristics. Feature extraction (FE) is used to modify and
simplify data, while feature selection is used to decrease the dataset by eliminating irrel-
evant characteristics [18]. By capturing a large variance, principal component analysis
(PCA) generates new components that contain the most important information of the
characteristics [19].

Therefore, the purpose of this investigation is to liken the effectiveness of five super-
vised ML techniques which include DT, RF, NB, SVM, and KNN for detecting heart
disease. The outcomes, which were obtained using python programming language were
compared. The system was evaluated using confusion matrix measures like accuracy,
precision, fl1-score, DR, and FPR.

The remaining part of this article is structured as thus: Sect. 2 presents the literature
review with related works discussed extensively. Section 3 discussed the material and
methods utilized for the implementation of the study. Section 4 presented the results
gotten from the system implementation and the interpretation of the results deduced.
The article was concluded in Sect. 5 with future works suggested.

2 Literature Review

Artificial Intelligence (AI), Data Mining (DM), and ML algorithms and methods have
started to be used in clinical settings in the past three years, including diagnostic radiog-
raphy [20-22], cardiac electrophysiology [23], diabetes [24, 25], dermatology [26, 27],
and psychoanalysis [28, 29]. In 2019, a surge in ML techniques was anticipated in the
medical industry because of their practicality and accessibility as well as the remarkable
outcomes achieved so far.

Prakash et al. published research on heart disease prediction in 2017 that used Opti-
mality Criterion feature selection (OCFES) for prognostication and accurately detecting
HD. On the assumption of selective information, an investigator advances their technique
for choosing a rough feature set (RFS-IE). They evaluate the OCFS with the RFS-IE
in terms of computing time, prognostication quality, and error rate utilizing a variety of
datasets in their research. When compared to other methods, the OCFS technique takes
the least amount of time to execute its process [30].

Seyedamin et al. published research in 2017. They experiment with various machine
learning techniques and evaluated the accuracy of their findings. In this research, sev-
eral machine learning methods were applied to a small data set and the results were
compared. A classifier was created using SVM and a medical heart disease dataset.
The aforementioned methods of Bagging, Boosting, and Stacking was used to enhance
accuracy. MLP outperformed other methods with 84.15% accuracy when the stacking
technique SVM was employed [31].

Nguyen Cong Long et al. published a study in 2015 on illness prediction using the
firefly algorithm. Rough set theory is used to train the classifier. Other classification
methods, such as Naive Bayes and SVM, are compared to the findings. The proposed
approach increases accuracy to 87.2% while reducing convergence speed and processing
time. The study’s limitation is that when there are a significant number of characteristics,
the rough set attribute becomes unmanageable [32].
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Jesmin Nahar, Tasadduq Imama, and Kevin S. Tickle researched in 2012 that com-
pared various classifiers for identifying heart disease. SVM offered promising accuracy
when it comes to improving absolute accuracy as a performance metric. Their article
also discussed automated and motivating feature selection techniques such as MFS and
CFS. In terms of accuracy, both methods have shown to be extremely promising [33].

Jesmin Nahar et al. utilized an association rule mining (RM) classifier to infer major
heart disease factors in 2013. The heart disease dataset was used to conduct a rule
extraction experiment utilizing RM techniques such as predictive, Tertius, and apriori.
The rule is chosen by Predictive Apriori built on its excessive accuracy [34].

H. Hannah Inbarani et al. proposed an innovative feature selection technique for
illness prognostication. Their study was built on hybridization of Particle Swarm Opti-
mization (PSO) and PSO-built Quick-reduct (PSO-QR). The findings of this study indi-
cate that the suggested method outperforms current feature selection (FS) strategies on
a variety of typical medical datasets [35].

Researchers [36] proposed five novel FS approaches on the origin of the performance
impact of G-BLUP and Bayes C techniques. The authors predicted the body mass index
(BMI) and high-density lipoprotein cholesterol (HDL) and it was discovered that guided
FS of SNPs in the G-BLUP provided a versatile and computation efficiency alternative
to Bayes C. The drawback in their research was that once the supervised selection
was employed, predicted performance necessitates a great deal of rigorous assessment,
otherwise results may not be obtained [36].

Sina Tabakhi postulated three FS models which are unsubstantiated, filter, and mul-
tivariate. The author examined an unproven FS method built on ant colony optimization
(ACO). The researcher made a trade-off between the computing period and the rate of
the findings. The UFSACO technique shows an increase in efficiency and efficacy, as
well as an improvement over earlier similar methods [37].

M. Akhil Jabbar et al. presented a study on the classification of HD by utilizing
artificial neural network (ANN) and feature subset selection (FSS). The authors presented
FSS as a technique for reducing dimensionality and input data. This article presented a
classification technique for HD classification that employed ANN and FS. The number
of diagnostic tests required by physicians from patients was decreased when the number
of components was reduced. The data set utilized in this study was from Andhra Pradesh,
and the findings indicated that accuracy is improved over older categorization methods.
Furthermore, the findings indicated that this method is more accurate and quicker [38].

Divia Tomar and Sonali Agarwal released a comprehensive article that downplays
the relevance of different data mining methods such as classification, clustering, asso-
ciation, and regression in the field of medicine. They similarly provided an overview
of various methods, as well as their benefits and drawbacks. They also drew attention
to roadblocks and other issues with data mining methods used on medical data. This
article was suggested as a good starting point for learning about the various data mining
methods [39].
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The main contribution in this study are as follows:

Improving old manual system.
Detection of heart disease.
Introduction of PCA feature extraction.
Improving efficiency and effectiveness.

3 Material and Method

3.1 Dataset

The NHS England dataset Catalogue is a publicly available online resource that is linked
to HD. They’re based on real-world hospital administrative data in England. A sample
population of emergency admissions for HD is included in the simulated extract. The
dataset is available and can be accessed: https://data.england.nhs.uk/dataset?_organizat
ion_limit=0&res_format=CSV.

3.2 Methodology

Feature Extraction

For machine learning concerns, feature extraction is a required step. Feature extraction
discovers new m dimensions from a set of n original dimensions. This may be divided into
two types of methods. They are the projection technique for unsupervised learning, which
comprises principal component analysis (PCA), linear discriminate analysis, and others,
and the compression approach for supervised learning, which uses mutual information
and information theory [40].

PCA

PCA was chosen because it produces excellent results when dealing with linked charac-
teristics. We selected PCA since we are dealing with test characteristics for heart disease
diagnosis. It discovers similarities and contrasts between each characteristic by identify-
ing patterns in the data set. It is a strong tool for data analysis. The NHS repository was
used to choose the heart disease data collection. The original data is selected, as well
as the average of the original data. It’s time to calculate the covariance matrix. After
that, the covariance matrix is used to choose the Eigenvectors and Eigenvalues. The
main component of the heart disease data set is selected as the eigenvector having the
greatest Eigenvalue. It demonstrates the strongest link between the data characteristics.
The Eigenvalues are ordered from highest to lowest. The data with the highest level of
relevance is selected, whereas the data with the lowest level of importance is rejected
or deleted. This is done to reduce higher-dimensional data to lower-dimensional data
[41-45].
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3.3 Proposed System

To identify the appropriate characteristics, a framework is created that is coupled with
feature extraction using PCA. This is accomplished via a step-by-step procedure. The
outliers must first be eliminated. The observed data that varied significantly from the
observed data are referred to as outliers. It’s also known as “noise”. Data noise or attribute
noise are both possible sources of noise. To eliminate outliers, the data is cleaned as the
first stage in the machine learning process. The feature extraction phase is the second
step, in which the PCA is utilized to extract the key feature or the most significant
features. The final stage is to categorize the HD using the five ML classifiers, and then
determine whether or not a person has HD. The system flow diagram for the proposed
system is shown in Fig. 1.

Heart Disease Preprocessing PCA Feature
Dataset _— (cleansing) e extraction

l

DT, RF, SVM

l

Performance
evaluation

Fig. 1. Proposed System Flow

3.4 Performance Evaluation

The accuracy, sensitivity (detection rate), precision, and f-measure were employed to
assess the performance of the study. The true positives (TP) signify an individual has
been diagnosed of having HD and is having HD present in his body, the true negatives
(TN) signify an individual that was diagnosed as not having HD and was not having
HD, the false positives (FP) signify an individual that was diagnosed as having HD but
was not having HD in his body and false negatives (FN) signifies an individual that was
diagnosed of not having HD and is having HD [46].
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4 Results and Discussion

An NHS HD dataset was obtained from the Kaggle repository, an open-source database.
Irrelevant rows are removed based on a particular need of HD, which is to reduce the
number of characteristics to the fewest that are most relevant for detecting HD, such
as age, sex, and so on. The models were implemented using the Python programming
language. The PCA is then performed, and the output is verified on the weighted dataset
using the five ML classifiers as a subprocess, after which the results are produced. The
results produced are evaluated using confusion matrix (CM) values which were used
to calculate the performance matrices like accuracy, sensitivity, specificity, f-measure,
precision, and false-positive rate. These CM values are shown in Figs. 2, 3, and 4. Table
1 shows the confusion matrix with the actual and predicted values. As it is seen in Table
1 HD binary classification comprises 2 classes: one is a positive class and the other one
is the negative class.

Table 1. Confusion matrix

Predicted HD patient Predicted healthy patient
Actual HD patient TP FN
Actual healthy patient FP TN

76
74

- 72

Actual Label

- 70

- 68

- 66

- 64

Predicted Label
Fig. 2. Confusion matrix for classifier PCA+RF
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120

o 1.3e+02 17 100

Actual Label

Predicted Label
Fig. 3. Confusion matrix for classifier PCA+SVM

Actual Label

Predicted Label

Fig. 4. Confusion matrix for classifier PCA+DF



Assessment of Machine Learning Classifiers for Heart Diseases Discovery 449

Table 2. Performance evaluation for the classifiers

Measures PCA+RF PCA+DT PCA+SVM
Sensitivity 55.86 98.71 60.69
Precision 52.6 52 55
Accuracy 54.18 52.31 56.86
F-measure 54.18 68.12 57.7

Table 3. Performance evaluation with the existing system

Authors Methods | Sensitivity
Ayon, Slam, & Hossain [47] DT 96.23
Shamrat, F. J. M., Raihan, M. A., Rahman, A. S., Mahmud, 1., & Akter | DT 98%

[48]

Budholiya, K., Shrivastava, S. K., & Sharma, [49] XGBoost | 85.71
Proposed method PCA+DT | 98.71

4.1 Discussion

The system employed the use of PCA feature extraction and three classification ML
techniques. Table 2 shows the performance evaluation for the three classifiers with PCA
FE and it was discovered that out of the three classifiers, PCA+SVM outperformed the
remaining two in terms of precision and accuracy with 55% and 56.86% respectively,
PCA+DT outperformance the remaining two in terms of sensitivity which is the detection
rate of 98.71% and f-measure of 68.12% and this shows that the PCA+DT classifiers are
the best ML technique for the detection of HD in the medical field as it was demonstrated
in this study. Table 3 likewise demonstrate the performance evaluation of the proposed
system with existing ones and it was discovered that the proposed system outperformed
those of the existing systems with a sensitivity of 98.71% over that of Ayon, Slam &
Hossain [47] having 96.23%, Shamrat, Raihan, Rahman, Mahmud & Akter [48] with
98% and Budholiya, K., Shrivastava, S. K., & Sharma, [49] with 85.71%. This shows
that it is recommended that the feature extraction technique be encouraged to be used
with ML techniques to have high sensitivity, accuracy, and precision values to perform
effectively and efficiently.

5 Conclusion and Future Work

The use of PCA to enhance machine learning model detection is suggested in this
article. The classifier aimed to determine whether a patient had heart disease. When
system resources are taken into account, it is impossible to use all of the features.
In this research, we were able to enhance the raw data findings by using the feature
extraction method. Different machine learning methods, such as DT, RF, and SVM, are
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performed separately on an NHS HD dataset using Python, and the results are compared
to determine which ML classifier works best and it was deduced that the best ML in this
study is PCA+DT with a sensitivity or detection rate of 98.71% and an f-measure of
68.12% which are relatively a good system performance. The true positives rate which
is the same as the sensitivity was used to evaluate the accuracy of the classifiers and it
was deduced that the PCA+DT outperformed that of the other two with a sensitivity of
98.71% and since the value is on the high side, this implies that the classifier will be
able to accurately detect a patient with HD in his or her body.

The use of a limited HD dataset that includes the FE method is a drawback of this
research. Because FE performs better with a bigger dataset, the authors suggest using
a larger dataset in the future to get greater accuracy, precision, f1-score, DR, and FPR
results. Deep learning methods for classification may potentially be used in the study.
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