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#### Abstract

Quasi-Cyclic Moderate-Density Parity-Check (QC-MDPC) codes are receiving increasing attention for their advantages in the context of post-quantum asymmetric cryptography based on codes. However, a fundamentally open question concerns modeling the performance of their decoders in the region of a low decoding failure rate (DFR). We provide two approaches for bounding the performance of these decoders, and study their asymptotic behavior. We first consider the well-known Maximum Likelihood (ML) decoder, which achieves optimal performance and thus provides a lower bound on the performance of any sub-optimal decoder. We provide lower and upper bounds on the performance of ML decoding of QC-MDPC codes and show that the DFR of the ML decoder decays polynomially in the QC-MDPC code length when all other parameters are fixed. Secondly, we analyze some hard to decode error patterns for Bit-Flipping (BF) decoding algorithms, from which we derive some lower bounds on the DFR of BF decoders applied to QC-MDPC codes.
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## 1 Introduction

Code-based public-key cryptography is deemed as one of the most consolidated and promising areas in post-quantum cryptography. As the most remarkable example, we can mention the Classic McEliece scheme [2], which currently appears as a finalist in the NIST post-quantum standardization process 1, 26. This scheme essentially consists of a highly optimized version of the original proposal by Robert McEliece [25] and, in particular, employs the same family of error correcting codes (namely, binary Goppa codes). Despite more than 40 years of cryptanalysis, the improvements in known attacks against the original McEliece scheme, which are substantially based on Information Set Decoding (ISD) algorithms, have been very limited (see [5] for a review of such algorithms, and [10, 12 for the state of the art). However, this robustness is somehow paid with
very large public keys, a feature that has historically represented Achille's heel of code-based cryptography and, ultimately, has hindered its spreading in modern applications.

To overcome this issue, researchers have thoroughly investigated the possibility of replacing Goppa codes with other error correcting codes, and/or that of adding some geometrical structure to the employed codes, which may enable a more compact code representation. However, the majority of such attempts were unsuccessful, either because of algebraic attacks (such as [14, 37]), structural attacks (such as [3, 13, 24]), or a combination of them [19. While algebraic code structures proved more difficult to hide and have lead to unbroken instances with moderate advantages in terms of public key size [9, 23, more important reductions in the key size can be achieved by resorting to randombased structured codes like Quasi-Cyclic Moderate-Density Parity-Check (QCMDPC) codes 4,29 , which derive from the well-known family of Quasi-Cyclic Low-Density Parity-Check (QC-LDPC) codes [6]. However, low-complexity decoding of QC-MDPC codes, as well as QC-LDPC codes, is performed through iterative algorithms derived from Gallager's Bit Flipping (BF) decoder 20 and, differently from bounded distance decoders used for algebraic codes like Goppa codes, these algorithms are characterized by a non-null Decoding Failure Rate (DFR). This implies that an adversary performing a Chosen-Ciphertext Attack (CCA) can gather information about the secret key by exploiting decryption failures $18,21,30$. Formally, this translates into the fact that a non-zero DFR may prevent the cryptosystem from achieving Indistinguishability under Adaptively Chosen Ciphertext Attack (IND-CCA2) that is, resistance against active attackers, which is fundamental in many scenarios. To overcome this issue, it is required to guarantee that the decoding algorithm has a provably low DFR, namely, not higher than $2^{-\lambda}$, where $\lambda$ is the target security level in bits 22. Such small values of DFR are impossible to assess directly through numerical simulations; thus, finding theoretical models for the DFR of decoders for QC-MDPC codes is of paramount importance.

Related works. For a single-iteration BF decoder, the available analyses establish both the error correction capability 32,38 and a provable, code-specific upper bound on the DFR [31]. However, for more than one decoder iteration, these models require some assumptions that result in a loose modeling of the decoder performance. Multiple iterations have been conservatively analyzed in 7], for a decoder that however processes the bits in a sequential manner and, consequently, is not efficient in practice. Following a completely different strategy, authors in 35 study the dependence of the DFR on the code length, and propose to extrapolate such a function in the region of low DFR values, based on its trend estimated through numerical simulations for smaller DFR values. Such an extrapolated performance is then used to adjust the code and decoder parameters [16, 17], as well as to design parameter sets for the BIKE cryptosystem [4]. A theoretical justification of this approach is provided in 34], where the authors claim that the logarithm of the DFR is a concave function of the code length, up to the point where the DFR is not larger than $2^{-\lambda}$. Under this
assumption, extrapolation with an exponential decay in the code length yields a conservative DFR estimate. This is motivated in 34 through the assumption that, when the DFR is extremely low, the only relevant failure phenomena in a BF decoder are those due to input sequences for which the closest codeword is different from the transmitted one. Notice that, if such an assumption is true, then the BF decoder must approach the optimal Maximum Likelihood (ML) decoder in the region of low DFR.

Our contribution. We study the performance of decoders for QC-MDPC codes in the setting with a fixed number of errors. We start by analyzing the DFR of the optimum decoding strategy, corresponding to a complete ML decoder which additionally exploits the knowledge on the number of introduced errors. We show that, for some families of QC-MDPC codes (like those employed in BIKE), this decoder is characterized by a non-zero DFR that decays polynomially in the code length (assuming all the other parameters as fixed). Studying the performance of ML decoding allows us to obtain a lower bound on the DFR of any suboptimal decoder. In particular, through our analysis, we are able to formally and rigorously prove the existence of the error floor region, for the considered codes, as a function of the code length. The error floor is a well-known phenomenon when the codes are used in communication systems, for example affected by thermal noise, but its dependence on the code length has been rarely investigated in previous literature 28,34 .

More precisely, we consider BF decoders for QC-MDPC codes and show how to identify some error patterns that, with high probability, cannot be corrected. By doing this, we are able to compute a lower bound on the DFR of such decoders. With our results, we are able to provide evidence in contrast with the claims in [34, in particular showing that: i) a BF decoder is extremely far from being optimal, and ii) the most likely failure events are not those due to near-codewords. It must be noted that, in an independent and very recent work 41, Vasseur has come to similar conclusions with a thorough analysis of near-codewords and their impact on the DFR. We remark that our results do not directly imply that the parameters proposed in 4, 17, 34] do not achieve the claimed DFR. However, they suggest that finding exact models for the performance of a BF decoder still requires further investigations, especially in the regime, here of interest, of extremely low DFR

The paper is organized as follows. In Section 2 we establish the notation used throughout the paper, and we provide basic concepts about coding theory and QC-MDPC codes. In Section 3 we analyze the ML decoder, and we employ the obtained results to prove the existence of the floor for specific families of QCMDPC codes. In Section 4 we take into account BF decoding, and we describe how to pick hard to decode errors and how to use such vectors to find a lower bound on the DFR. Finally, in Section 5 we draw some concluding remarks.

## 2 Notation and Background

We use bold uppercase letters to denote matrices, and bold lowercase letters to denote vectors. Given a matrix $\mathbf{A}$, we use $\mathbf{A}_{i,:}\left(\operatorname{resp}, \mathbf{A}_{:, i}\right)$ to denote its $i$-th row (resp. column), while $a_{i, j}$ refers to its entry in the $i$-th row and $j$-th column. For a vector $\mathbf{a}$, we use $a_{i}$ to refer to its $i$-th component. The null vector of length $n$ is indicated as $\mathbf{0}_{n}$. The Hamming weight of vector $\mathbf{a}$ is denoted as $\mathrm{wt}(\mathbf{a})$, while $\operatorname{Supp}(\mathbf{a})$ refers to its support, that is, the set of indexes pointing at non-null entries. Let $\mathbb{F}_{2}$ denote the binary finite field. For two vectors $\mathbf{a}$ and $\mathbf{b}$ with equal length, defined over $\mathbb{F}_{2}$, we denote as $\langle\mathbf{a} ; \mathbf{b}\rangle$ their integer inner product, that is, their inner product after lifting their entries from $\mathbb{F}_{2}$ to the ring of integers $\mathbb{Z}$.

For a set $A$, the expression $a \stackrel{\$}{\leftarrow} A$ means that $a$ is uniformly picked among the elements of $A$; the cardinality of the set is denoted as $|A|$. We use $B_{n, w} \subset \mathbb{F}_{2}^{n}$ to denote the Hamming sphere with radius $w$, that is, the set of length- $n$ vectors with Hamming weight $w$.

### 2.1 Error correcting codes

In the following we focus on linear block codes over $\mathbb{F}_{2}$.
Definition 1. A linear code $\mathscr{C}$ of length $n$, dimension $k$ and redundancy $r=$ $n-k$ over $\mathbb{F}_{2}$ is a $k$-dimensional linear subspace of $\mathbb{F}_{2}^{n}$. We say that $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$ is a generator matrix for $\mathscr{C}$ if it is a basis of $\mathscr{C}$; a matrix $\mathbf{H} \in \mathbb{F}_{2}^{r \times n}$ is said to be a parity-check matrix for $\mathscr{C}$ if it is a basis of its null space.

A crucial property of a linear code is that the sum of any number of codewords yields another codeword. Codes are normally endowed with a distance metric, that is, a function able to measure the distance between pairs of codewords; in this paper we only consider the Hamming metric, defined next.
Definition 2. The Hamming distance in the vector space $\mathbb{F}_{2}^{n}$ is defined as the function dist : $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n} \rightarrow \mathbb{N}$ such that

$$
\operatorname{dist}(\mathbf{a}, \mathbf{b})=|\operatorname{Supp}(\mathbf{a}+\mathbf{b})|=\operatorname{wt}(\mathbf{a}+\mathbf{b})
$$

We finally recall the concepts of weight distribution and minimum distance.
Definition 3. For a linear code $\mathscr{C} \subseteq \mathbb{F}_{2}^{n}$ and $w \in[0 ; n]$, we denote with $A_{w}$ the number of codewords whose weight is $w$. Then, the weight distribution of $\mathscr{C}$ corresponds to the collection of all values $A_{w}$. The minimum distance of $\mathscr{C}$ is defined as the minimum $w>0$ such that $A_{w}>0$ or, equivalently, as

$$
d=\min \left\{\operatorname{dist}\left(\mathbf{c}, \mathbf{c}^{\prime}\right) \mid \mathbf{c}, \mathbf{c}^{\prime} \in \mathscr{C}, \mathbf{c} \neq \mathbf{c}^{\prime}\right\}=\min \left\{\operatorname{wt}(\mathbf{c}) \mid \mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n}\right\}
$$

Arguably, the most important application of linear codes is that of error correction over noisy channels; this is accomplished through decoding algorithms, i.e., techniques that, within certain limits, can identify the channel action on a received sequence and, consequently, reconstruct the transmitted codeword. In
this work, we focus on the use of error correcting codes in the context of the McEliece cryptosystem. In such a setting, the message to be transmitted is first encoded as a codeword and then an error vector $\mathbf{e}$ of fixed weight $t$ is added to it. To this end, we introduce the McEliece channel, whose action is described as

$$
\mathbf{c} \mapsto \mathbf{x}=\mathbf{c}+\mathbf{e}, \quad \mathbf{c} \in \mathbb{F}_{2}^{n}, \quad \mathbf{e} \stackrel{\$}{\leftarrow} B_{n, t},
$$

where $\mathbf{c}$ is the input sequence and $\mathbf{e}$ is the error introduced by the channel.
To provide a rigorous classification of decoders, we consider the following formal definition, which has been made specific to the McEliece channel.

Definition 4. Let $\mathscr{C} \subseteq \mathbb{F}_{2}^{n}$ be a linear code of length $n$. We say that an algorithm Dec: $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ has DFR $\epsilon$ for $\mathscr{C}$, in the McEliece channel with parameter $t$, if

$$
\operatorname{Pr}\left[\operatorname{Dec}(\mathbf{c}+\mathbf{e}) \neq \mathbf{c} \mid \mathbf{c} \stackrel{\$}{\leftarrow} \mathscr{C}, \mathbf{e} \stackrel{\$}{\leftarrow} B_{n, t}\right]=\epsilon
$$

### 2.2 QC-MDPC codes

Let us recall the definition of MDPC codes, which were first introduced in 27 for the context of communications but, later on, received interest for the use in public-key cryptosystems 29].

Definition 5. Let $\mathbf{H} \in \mathbb{F}_{2}^{r \times n}$ such that all of its rows have weight $w=O(\sqrt{n})$; then, we say that the code having $\mathbf{H}$ as parity-check matrix is an MDPC code.

Namely, MDPC codes are analogous to LDPC codes, with the only difference that their parity-check matrices are denser than those of typical LDPC codes.

In particular, when used in cryptography, these codes are usually endowed with the QC structure, that is, the matrix $\mathbf{H}$ is formed by circulant blocks of size $p$. Note that, for a circulant matrix, all rows and columns have the same weight; thus, with some abuse of notation, we will use the term "weight of a circulant matrix" to refer to the weight of any of its rows/columns. From now on, we will focus on a particular class of QC-MDPC codes, which we formally define as follows.

Definition 6. Let $\mathbf{H}=\left[\mathbf{H}_{0}, \cdots, \mathbf{H}_{n_{0}-1}\right]$, with $\mathbf{H}_{i}$ being a circulant matrix of size $p$ and weight $v=O\left(\sqrt{p / n_{0}}\right)$. Then, we say that the code $\mathscr{C}$ admitting $\mathbf{H}$ as parity-check matrix is an $n_{0}$-QC-MDPC code. Furthermore, we denote with $\mathcal{Q C}-\mathcal{M D P C}\left(n_{0}, p, v\right)$ the collection of all such codes.

Note that an $n_{0}$-QC-MDPC code has length $n=n_{0} p$, dimension $k=\left(n_{0}-1\right) p$ and redundancy $r=p$. A parity-check matrix as in Definition 6 has all columns with weight $v$, while all rows have weight $w=n_{0} v=O(\sqrt{n})$. In a cryptosystem, a user randomly and uniformly picks a code from $\mathcal{Q C}-\mathcal{M D \mathcal { P C }}\left(n_{0}, p, v\right)$, and uses its parity-check matrix as the secret key.

## 3 Maximum-Likelihood Decoding

In this section we analyze the optimal decoding strategy of QC-MDPC codes exploiting ML, and characterize its performance over the McEliece channel. Such a technique works by first testing the distance between each codeword and the received sequence, and then by outputting the codeword that minimizes such a distance. When there is more than one codeword at the same minimum distance from the received sequence, then the ML decoder can apply one of the following two strategies:

- Complete ML decoding: the decoder randomly outputs one of the codewords at minimum distance from the received sequence.
- Incomplete ML decoding: the decoder halts and reports a decoding failure.

In this paper we consider a complete ML decoder. We observe that the results we obtain can easily be adapted to the case of an incomplete ML decoder and, in general, no big difference exists between the two behaviors from a practical standpoint. However, since the complete ML decoder always returns a codeword, it is clear that its DFR is lower than that of the incomplete counterpart. Indeed, the two decoders behave differently only when there is more than one codeword at the same distance from the received sequence. In such a situation, the incomplete decoder will not try to decode (hence, according to Definition 4 , it will fail), while with some non null probability the complete version will return the correct codeword.

Taking into account the fact that, in our case, there are exactly $t$ errors affecting each transmitted codeword, we can modify the standard definition of complete ML decoding as follows.

Definition 7. Let $\mathscr{C}$ be a linear code over $\mathbb{F}_{2}$ with length $n$. The complete ML-decoder is the algorithm $\mathrm{ML}: \mathbb{F}_{2}^{n} \rightarrow \mathscr{C}$ that, on input $\mathbf{x} \in \mathbb{F}_{2}^{n}$, returns $\mathbf{c}^{\prime} \stackrel{\$}{\leftarrow} \mathscr{C}^{(\mathbf{x})}$, where

$$
\mathscr{C}^{(\mathbf{x})}=\{\mathbf{c} \in \mathscr{C} \text { s.t. } \operatorname{dist}(\mathbf{x}, \mathbf{c})=t\}
$$

that is, $\mathscr{C}^{(\mathbf{x})}$ is the set of all the codewords of $\mathscr{C}$ which are exactly $t$ away from $\mathbf{x}$ under Hamming distance.

Note that, when $\mathscr{C}^{(\mathbf{x})}$ contains only one codeword, obviously that codeword is the decoder output (so, no randomness is involved). We point out that the decoder we have defined above corresponds to the best decoder (in terms of DFR) one can dispose of, in the McEliece channel. Indeed, the decoder i) exploits knowledge on the number of errors, and ii) always returns a codeword. Because of these reasons, the study of its performances is meaningful since it allows us to derive the minimum DFR that can be reached. Complete ML decoding can also be performed when the decoder input is the syndrome of the received sequence; formally, we define such a procedure as follows.

Definition 8. Let $\mathscr{C}$ be a linear code over $\mathbb{F}_{2}$ with length $n$ and parity-check matrix $\mathbf{H}$. We define the ML syndrome decoder as the algorithm MLS: $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ that, on input $\mathbf{x} \in \mathbb{F}_{2}^{n}$, returns $\mathbf{x}+\mathbf{e}^{\prime}$, where $\mathbf{e}^{\prime} \stackrel{\$}{\leftarrow} \mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}$ and

$$
\mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}=\left\{\mathbf{e} \in B_{n, t} \text { s.t. } \mathbf{e} \mathbf{H}^{\top}=\mathbf{x} \mathbf{H}^{\top}\right\}
$$

Notice that the ML and MLS decoders are, in principle, different from each other. Indeed, the ML decoder always returns a codeword, while the MLS decoder may return a vector that does not belong to the code. Yet, in the following theorem we prove that the DFR of these algorithms coincide, and furthermore we provide explicit bounds for such a failure probability.
Theorem 1. Let $\mathscr{C} \subseteq \mathbb{F}_{2}^{n}$ be a linear code of length $n$, dimension $k$ and minimum distance $d$, and consider the transmission over the McEliece channel with parameter $t$. Then, the ML and MLS decoding algorithms have the same DFR. denoted as $\epsilon_{\mathrm{ML}}$, which is equal to

$$
\epsilon_{\mathrm{ML}}=1-\frac{1}{\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \frac{1}{\left|\mathscr{C}^{(\mathbf{e})}\right|}
$$

Furthermore, it holds that $\epsilon_{\mathrm{ML}}^{(L)} \leq \epsilon_{\mathrm{ML}} \leq \epsilon_{\mathrm{ML}}^{(U)}$, where

$$
\begin{aligned}
\epsilon_{\mathrm{ML}}^{(U)} & =\frac{1}{2\binom{n}{t}} \sum_{\substack{w \in[d ; 2 t] \\
w \\
\text { even }}} A_{w}\binom{w}{w / 2}\binom{n-w}{t-w / 2}, \\
\epsilon_{\mathrm{ML}}^{(L)} & = \begin{cases}0 & \text { if } A_{w}=0 \text { for all even } w \in[d ; 2 t], \\
\max _{\substack{w \in[d ; 2 t] \\
w_{w} \text { even } \\
A_{w}>0}}\left\{\frac{\binom{w}{w / 2}\binom{n-w}{t-w / 2}}{2\binom{n}{t}}\right\} & \text { otherwise. } .\end{cases}
\end{aligned}
$$

Proof. See Appendix A.
It is clear that the computational complexity of both ML and MLS decoders is intractable unless the code or the channel have trivial parameters (i.e., very low values of $k$ and/or $t$ ). Indeed, a straightforward implementation of the ML decoder runs in time $O\left(2^{R n}\right)$ (since all codewords must be tested), being $R=k / n$ the code rate, while the MLS decoder takes time $O\left(n^{t}\right)$ (since it tests all vectors in $B_{n, t}$, of size $\binom{n}{t}=O\left(n^{t}\right)$ ). Furthermore, we recall that solving the decoding problem for a generic random linear code was proven to be NP-complete [11], as well as finding its minimum distance [40. It is thus rather unlikely that efficient implementations of ML decoders are found. For this reason, one normally relies on sub-optimal decoding strategies. Hence, any such practical decoder is going to have a DFR higher than that of the ML decoder.

### 3.1 ML decoders for QC-MDPC codes

When QC-MDPC codes are employed in public-key cryptosystems 27, 4, 8, we have that both the secret and the public keys are representation of the same
code $\mathscr{C}$, drawn at random from $\mathcal{Q C}-\mathcal{M D P C}\left(n_{0}, p, v\right)$. In particular, the secret key corresponds to a sparse parity-check matrix, while the public key is either a dense generator or a dense parity-check matrix. Furthermore, we have that $n_{0}$ is normally chosen as a small integer, namely, $n_{0} \in\{2,3,4\}$. Because of the QC structure, we can derive some common properties for these codes, as stated in the following proposition.
Proposition 1. Let $\mathscr{C}$ be picked at random from $\mathcal{Q C}-\mathcal{M D P \mathcal { C }}\left(n_{0}, p, v\right)$. Then, the following properties hold:
i) the minimum distance of $\mathscr{C}$ is not greater than $2 v$;
ii) we have $A_{2 v} \geq p\binom{n_{0}}{2}$.

Proof. See Appendix B.
When employed in a public-key cryptosystem, the parameters of a QC-MDPC code must satisfy some constrains in order to guarantee the desired security level $\lambda$. As it is well known, the best attacks against these schemes exploit Information Set Decoding (ISD) algorithms, which are techniques originally conceived for decoding arbitrary codes, when no efficient decoding algorithm is available. Given a code with length $n$ and dimension $k$, an ISD algorithm can be used to decode an error vector of weight $\omega$ with a computational complexity that is well approximated 39 as

$$
C_{\mathrm{ISD}}(n, k, \omega) \approx 2^{-\omega \log _{2}(1-k / n)}
$$

Note that the above complexity also corresponds to that of finding a specific codeword of weight $\omega$ in a code with the same parameters. In a public-key cryptosystem employing QC-MDPC codes, two main applications of ISD exist:

- decoding attacks, that aim at recovering the plaintext from an intercepted ciphertext, which can either be in the form of a syndrome or an error corrupted codeword. In both cases, the corresponding error has weight $t$, thus an adversary faces a complexity equal to $\frac{C_{\text {ISD }}(n, k, t)}{\sqrt{p}}$, where the polynomial speed-up comes from quasi-cyclicity 33];
- key recovery attacks, that aim at finding low weight codewords in either the public code or its dual. The knowledge about these codewords will indeed reveal the structure of the sparse parity-check matrix used as the private key. In particular, it can be shown that searching for low weight codewords in the dual code corresponds to the optimal attack strategy [8, Section 2.3.1]. We can then assess the complexity of this kind of attacks as $\frac{C_{\text {ISD }}\left(n_{0} p, p, n_{0} v\right)}{p}$.

To reach a security level of $\lambda$ bits, we must guarantee that all successful attacks run in a time not lower than $2^{\lambda}$. Hence, taking these considerations into account, we get that $v$ and $t$ must satisfy the following relationships

$$
\left\{\begin{array}{l}
v \approx \frac{\lambda+\log _{2}(p)}{n_{0} \log _{2}\left(\frac{n_{0}}{n_{0}-1}\right)},  \tag{1}\\
t \approx \frac{\lambda+\frac{1}{2} \log _{2}(p)}{\log _{2}\left(n_{0}\right)},
\end{array}\right.
$$

from which, with simple algebra, we get

$$
\begin{equation*}
t \approx v n_{0}\left(1-\frac{\log _{2}\left(n_{0}-1\right)}{\log _{2}\left(n_{0}\right)}\right)-\frac{\log _{2}(p)}{2 \log _{2}\left(n_{0}\right)} \tag{2}
\end{equation*}
$$

QC-MDPC codes with $\boldsymbol{n}_{\mathbf{0}}=2$. To consider a case of practical interest, we focus on $n_{0}=2$; actually, this corresponds to the QC-MDPC codes that are considered in the BIKE cryptosystem [4] and other relevant works $35,34,17$, 16. Assuming $p \approx n_{0} v^{2}$ (recall Definition 6), from (2) we have that

$$
t \approx 2 v-0.5-\log _{2}(v)
$$

For security levels of practical interest, we always have $v<t$ : since the resulting QC-MDPC $(2, p, v)$ code always contains codewords of even weight $\leq 2 t$ (as stated in Proposition 11), applying Theorem 11 we get that the ML decoder has a provably non-zero DFR Indeed, we can plug $w=2 v$ into the expression of $\epsilon_{\mathrm{ML}}^{(L)}$, and correspondingly obtain a lower bound on the DFR of the ML decoder as

$$
\epsilon_{\mathrm{ML}}^{(L)}=\frac{\binom{2 v}{v}\binom{2 p-2 v}{t-v}}{2\binom{2 p}{t}} .
$$

Notice that, for growing $p$ and fixed $v$ and $t$, we get $\epsilon_{\mathrm{ML}}^{(L)}=O\left(p^{-v}\right)$, which is polynomial in the circulant size $p$. To highlight such result, we encapsulate it in the following proposition.

Proposition 2. Consider $\mathscr{C} \in \mathcal{Q C}-\mathcal{M D P C}(2, p, v)$ used over a McEliece channel with parameter $t=2 v-0.5-\log _{2}(v)$. Then, ML decoding of $\mathscr{C}$ fails with a probability that decays asymptotically as $O\left(p^{-v}\right)$.

This result is foundational, since it proves that, when the parameters $v$ and $t$ are fixed, the DFR of the ML decoder decays polynomially with the circulant size (which is linear in the code length). This is the typical floor behavior: the DFR (seen as a function of the code length) starts with an exponential decay but, at some point, the slope changes and the DFR decay becomes only polynomial. To have a further insight on the lower bound of the ML decoder, and to especially highlight how it depends on the code parameters $p$ and $v$, with simple approximations we elaborate the previous expression and get

$$
\begin{equation*}
\epsilon_{\mathrm{ML}}^{(L)} \approx 2^{1.5573 v-v \log _{2}\left(\frac{p}{v}\right)-0.5 \log _{2}(v)-1.3257} . \tag{3}
\end{equation*}
$$

To see how such an estimate has been derived, see Appendix C. To have a graphical view of how $\epsilon_{\mathrm{ML}}^{(L)}$ evolves with the circulant size $p$, and also to have an evidence of the quality of the approximation in (3), we provide some numerical examples in Fig. 1


Fig. 1: Lower bound on the DFR of the ML decoder, for QC-MDPC codes with $n_{0}=2$ and parameters achieving different security levels. For each value of $p$, we have computed $v$ and $t$ through (1). The exact value of $\epsilon_{\mathrm{ML}}^{(L)}$ is computed as in Theorem 11 considering $w=2 v$, while the approximated one has been obtained through (3).

QC-MDPC codes with $\boldsymbol{n}_{\mathbf{0}} \geq 4$. Interestingly, for $n_{0} \geq 4$, 2 implies $t<v$. Recall that, due to sparsity, we expect that the minimum distance of a large majority of QC-MDPC codes is exactly $2 v$. For all such codes, the upper bound $\epsilon_{\mathrm{ML}}^{(U)}$ expressed in Theorem 1 is null, and hence our analysis does not highlight the existence of the floor region.

## 4 Lower bounds for BF decoders

As mentioned before, the ML decoder is interesting from a theoretical perspective, since it can be used to derive a safe lower bound on the DFR of any decoder employed in practice. Yet, practical decoders in cryptosystems usually rely on completely different decoding strategies, which originate from the BF decoder first presented in 20]. In this section we propose a numerically-aided approach to compute a lower bound on the DFR of BF decoders. Based on Propositions 3 and 4, we will be able to find error vectors with a special structure by only looking at the code parity-check matrix, without needing any simulation. Then, starting from these error vectors, a lower bound on the DFR of BF decoding can be computed by exploiting some numerical simulations, as will be described in Proposition 5. For this reason, the lower bound we propose, which partially relies on simulations, is defined as numerically-aided.

A BF decoder performs the decoding procedure starting from an estimate of the value of $\mathbf{e}$, initially set to $\mathbf{0}_{n}$, and changes this estimate, flipping its bit
values (hence the name) on the basis of a set of values computed starting from the syndrome, known as counters, which are defined as follows.

Definition 9. Let $\mathbf{H} \in \mathbb{F}_{2}^{r \times n}$ and $\mathbf{s}=\mathbf{x} \mathbf{H}^{\top}$, for $\mathbf{x} \in \mathbb{F}_{2}^{n}$. We define the $i$-th counter $\sigma_{i}$ as the number of set entries in $\mathbf{s}$ that are indexed by $\operatorname{Supp}\left(\mathbf{H}_{:, i}\right)$ or, equivalently, as the number of unsatisfied parity-check equations in which the $i$-th bit participates.

It is immediately seen that almost all QC-MDPC decoders proposed in the literature (like those in $[38,31,35,17,34, ~ 16, ~ 7])$ include a stage in which error estimate bit flipping decisions are taken on the basis of counters. So, to encompass all such algorithms, we will generically speak of BF decoders.

Let $\mathbf{x}=\mathbf{c}+\mathbf{e}$, with $\mathbf{c}$ being a codeword and $\mathbf{e}$ being the error vector introduced by the channel. Any BF decoder follows a common procedure, which can be summarized as follows:

1. on input $\mathbf{x} \in \mathbb{F}_{2}^{n}$, compute the syndrome $\mathbf{s}=\mathbf{x H}^{\top}$ and initialize the error estimate $\mathbf{e}^{\prime}=\mathbf{0}_{n}$;
2. compute the counters $\sigma_{i}$, for $i=\{0, \ldots, n-1\}$;
3. assume positions of e corresponding to high valued counters to be incorrectly estimated, and flip the corresponding entries in e;
4. update the syndrome as $\mathbf{s}+\mathbf{e}^{\prime} \mathbf{H}^{\top}$. If the new syndrome is null, complete the procedure outputting $\mathbf{x}+\mathbf{e}^{\prime}$. If the new syndrome is not null and the maximum number of iterations has not been reached, restart from step 2, otherwise report the occurrence of a failure.

In particular, step 3 is implemented through a threshold criterion: positions associated to counters with values greater than or equal to some threshold $b \leq v$ are considered to be incorrectly estimated. When the decision on a bit is correct (i.e., when the current value of $e_{i}^{\prime}$ is different from $e_{i}$ ) we speak of correct flip, otherwise (i.e., when the current value of $e_{i}^{\prime}$ is equal to $e_{i}$ ) we speak of wrong flip. Notice that, in each iteration, we have that $\mathbf{s}$ corresponds to the syndrome of the vector $\mathbf{e}+\mathbf{e}^{\prime}$. The value of $b$ may be chosen in different ways (for instance, as a function of the iteration number and the syndrome weight), and is not expected to become lower than $v / 2$. The reason for this claim is explained next. Indeed, any BF decoder treats as error affected the bits for which the number of unsatisfied involved parity-check equations exceeds that of the satisfied ones. Choosing $b<v / 2$ implies that we contradict this criterion, hence we expect that the decoder ends up in performing a number of wrong flips which is larger than that of correct flips.

The counters values are related to the structure of $\mathbf{H}$, as well as to the support of the error vector; the exact relation is described in the next lemma.

Lemma 1. Let $\mathbf{H} \in \mathbb{F}_{2}^{r \times n}$ and $\mathbf{s}=\mathbf{e} \mathbf{H}^{\top}$ for a vector $\mathbf{e} \in \mathbb{F}_{2}^{n}$. Let

$$
\gamma_{i, j}= \begin{cases}\left|\operatorname{Supp}\left(\mathbf{H}_{:, i}\right) \cap \operatorname{Supp}\left(\mathbf{H}_{:, j}\right)\right| & \text { if } i \neq j \\ 0 & \text { if } i=j\end{cases}
$$

Let

$$
\begin{gathered}
\zeta_{i}^{(1)}(\mathbf{H}, \mathbf{e})=\sum_{j \in \operatorname{Supp}(\mathbf{e}) \backslash\{i\}} \gamma_{i, j}-2 \sum_{\ell \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)}\left\lfloor\frac{\left\langle\mathbf{H}_{\ell::}^{(i)} ; \mathbf{e}^{(i)}\right\rangle}{2}\right\rfloor, \\
\zeta_{i}^{(0)}(\mathbf{H}, \mathbf{e})=\sum_{j \in \operatorname{Supp}(\mathbf{e})} \gamma_{i, j}-2 \sum_{\ell \in \operatorname{Supp}\left(\mathbf{H}_{, i, i}\right.}\left\lfloor\frac{\left\langle\mathbf{H}_{\ell,:} ; \mathbf{e}\right\rangle}{2}\right\rfloor,
\end{gathered}
$$

where $\mathbf{H}_{\ell,:}^{(i)}$ and $\mathbf{e}^{(i)}$ are the vectors obtained via puncturation of the $i$-th position. Then, for the $i$-th counter $\sigma_{i}$, the following relation holds

$$
\sigma_{i}= \begin{cases}\operatorname{wt}^{\left(\mathbf{H}_{:, i}\right)-\zeta_{i}^{(1)}(\mathbf{H}, \mathbf{e})} & \text { if } e_{i}=1 \\ \zeta_{i}^{(0)}(\mathbf{H}, \mathbf{e}) & \text { if } e_{i}=0\end{cases}
$$

Proof. See Appendix D.

### 4.1 Hard to decode errors for QC-MDPC

In this section we rely on Lemma 1 to construct error patterns that, with high probability, cannot be corrected by a BF decoder. Namely, we consider the subset of $B_{n, t}$ formed by the vectors that have a large number of overlapping ones with a column of the parity-check matrix. We show that for such vectors decoding fails with a probability that is rather high, and use numerical simulations to find a lower bound for the DFR of the BF decoder.

Let $\mathscr{C}$ be a $\operatorname{QC-MDPC}\left(n_{0}, p, v\right)$ code, with parity-check matrix $\mathbf{H} \in \mathbb{F}_{2}^{p \times n_{0} p}$ and $\mathbf{e} \in B_{n, t}$. As we have already said, a BF decoder takes decisions (i.e., decides which bits are correct and which are error affected) according to the counters values. We expect that high counters are associated to error positions, and low counters are associated to error free positions: if the counters behave in the opposite way (we speak of bad counters), then the decoder may make wrong choices. In particular, the decoder may potentially get stuck in a bad configuration when the number of bad counters is rather large. To better explain what we expect to happen in such a situation, let us start with some preliminary considerations.

- Let $\delta(\mathbf{e})=\max \left\{\sigma_{i} \mid i \in \operatorname{Supp}(\mathbf{e})\right\}$. Clearly, a single iteration of a BF decoder with threshold set as $b>\delta(\mathbf{e})$ will never flip any of the set bits in $\mathbf{e}$.
- We expect the same phenomenon happens, with very high probability, even when considering multiple iterations, all employing thresholds larger than $\delta(\mathbf{e})$. Indeed, a flip among the set bits of e can happen only if the decoder, at some point, makes wrong flips and these flips trigger, in the subsequent iterations, correct flips among the positions indexed by Supp (e). Yet, this phenomenon should happen with extremely low probability. Indeed, when the decoder makes a wrong flip, it moves into a state characterized by more errors: it is very implausible that this somehow helps the decoding process.
- When $\delta(\mathbf{e})$ is particularly low (say, lower than $\lceil v / 2\rceil$ ), then it is reasonable that decoding fails, regardless of the employed thresholds. Indeed, to flip the set bits in $\mathbf{e}$, a threshold lower than $\lceil v / 2\rceil$ is required. However, with this choice, it becomes very likely that the number of wrong flips exceeds that of correct flips. Hence, the decoder simply increases the overall number of wrongly estimated bits.
- Analogous reasoning can be applied to the case in which an error vector is such that there is a large number of error free positions with high counters values. Indeed, in such a case, the decoder may wrongly flip some of the corresponding bits, and hence will end up in introducing errors.

As we argue in the remainder of this section, finding error vectors leading to bad counters is rather easy for QC-MDPC codes. We start with the following proposition (which can be trivially proven, taking into account that $\mathbf{H}$ is made of circulant blocks).
Proposition 3. Let $\mathbf{H} \in \mathbb{F}_{2}^{p \times n_{0} p}$ be the parity-check matrix of a $Q C$-MDPC code. Then, for any $\ell \in[0 ; n-1]$ and any pair $i, j \in \operatorname{Supp}\left(\mathbf{H}_{:, \ell}\right)$, we have $\gamma_{i, j} \geq 1$.
Remember that, as stated in Lemma 1. high values of $\gamma_{i, j}$ have a bad influence on the counters. Hence, as a consequence of the above proposition, we expect that an error vector whose support is contained in the support of a column of $\mathbf{H}$ leads to large number of bad counters. To formalize this claim, we consider the following proposition.
Proposition 4. Let $\mathscr{C} \in \mathcal{Q C}-\mathcal{M D P C}\left(n_{0}, p, v\right)$ with parity-check matrix $\mathbf{H}$. Let $\mathbf{e} \in \mathbb{F}_{2}^{n_{0} p}$ with weight $\tilde{t}<v$, and such that $\operatorname{Supp}(\mathbf{e}) \subseteq \operatorname{Supp}\left(\mathbf{H}_{:, z}\right)$ for some $z$. Furthermore, assume that

$$
\begin{cases}\sum_{\ell \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)}\left\lfloor\frac{\left\langle\mathbf{H}_{\ell,:}^{(i)} ; \mathbf{e}^{(i)}\right\rangle}{2}\right\rfloor=0 & \forall i \in \operatorname{Supp}(\mathbf{e}), \\ \sum_{\ell \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)}\left\lfloor\frac{\left\langle\mathbf{H}_{\ell,:} ; \mathbf{e}\right\rangle}{2}\right\rfloor=0 & \forall i \in \operatorname{Supp}\left(\mathbf{H}_{:, z}\right) \backslash \operatorname{Supp}(\mathbf{e}) .\end{cases}
$$

Then, the following relations hold

$$
\begin{cases}\sigma_{i} \leq v+1-\tilde{t} & \text { if } i \in \operatorname{Supp}(\mathbf{e}) \\ \sigma_{i} \geq \tilde{t} & \text { if } i \in \operatorname{Supp}\left(\mathbf{H}_{:, z}\right) \backslash \operatorname{Supp}(\mathbf{e})\end{cases}
$$

Proof. The proof is a straightforward application of Lemma 1 and Proposition 3. We start with the case $i \in \operatorname{Supp}(\mathbf{e})$ and consider that, by hypothesis, we have $\zeta_{i}^{(1)}(\mathbf{H}, \mathbf{e})=\sum_{j \in \operatorname{Supp}(\mathbf{e}) \backslash\{i\}} \gamma_{i, j}$. Since the support of $\mathbf{e}$ is contained in $\operatorname{Supp}\left(\mathbf{H}_{:, z}\right)$, as a consequence of Proposition 3 we have $\gamma_{i, j} \geq 1$ for any pair of indexes $i, j \in \operatorname{Supp}(\mathbf{e})$, and hence $\zeta_{i}^{(1)}(\mathbf{H}, \mathbf{e})=\sum_{j \in \operatorname{Supp}(\mathbf{e}) \backslash\{i\}} \gamma_{i, j} \geq \tilde{t}-1$. Then, from Lemma 1 we get $\sigma_{i}=v-\zeta_{i}^{(1)}(\mathbf{H}, \mathbf{e}) \leq v+1-\tilde{t}$. Analogously, for the case $i \in \operatorname{Supp}\left(\mathbf{H}_{:, z}\right) \backslash \operatorname{Supp}(\mathbf{e})$, we have $\zeta_{i}^{(0)}(\mathbf{H}, \mathbf{e})=\sum_{j \in \operatorname{Supp}(\mathbf{e})} \gamma_{i, j} \geq \tilde{t}$, and hence we get $\sigma_{i}=\zeta_{i}^{(0)}(\mathbf{H}, \mathbf{e}) \geq \tilde{t}$.

As an application of the above proposition, we see that increasing $\tilde{t}$ will worsen the counters' behavior: namely, the counters values will become lower for error positions, and higher for the correct positions which are indexed by the column of $\mathbf{H}$ but not by the error vector. In particular, if we choose $\tilde{t} \geq$ $\left\lceil\frac{v+3}{2}\right\rceil$, then we will get $\sigma_{i} \leq\lfloor v / 2\rfloor$ for all $i \in \operatorname{Supp}(\mathbf{e})$, and $\sigma_{i} \geq\left\lceil\frac{v+3}{2}\right\rceil$ for all $i \in \operatorname{Supp}\left(\mathbf{H}_{:, z}\right) \backslash \operatorname{Supp}(\mathbf{e})$. To flip the bits indexed by $\operatorname{Supp}(\mathbf{e})$, we are going to need a threshold that is not higher than $\lceil v / 2\rceil$, but this will also trigger wrong flips for all positions $i \in \operatorname{Supp}\left(\mathbf{H}_{:, z}\right) \backslash \operatorname{Supp}(\mathbf{e})$. Hence, in such a case, there does not exist a threshold that is sufficiently low to perform correct flips, but also high enough to guarantee that wrong flips do not happen. We point out that an important hypothesis in Proposition 4 is that the values of $\zeta_{i}^{(0)}(\mathbf{H}, \mathbf{e})$ and $\zeta_{i}^{(1)}(\mathbf{H}, \mathbf{e})$ only depend on the $\gamma_{i, j}$ values. In general, this is not true and one has to consider also the number of overlapping ones between the error vector and the rows of $\mathbf{H}$. Yet, as we show in the next section, the behavior of the counters remains somehow bad and these vectors cause failures with high probability.

Finally, we comment about the decoding of error vectors with weight $t>v$, but such that their support intersects with the support of a column in $\mathbf{H}$ in a sufficiently large number $\tilde{t}$ of positions. As a difference with the situation we have previously examined, the decoder must now correct more errors. In other words, we can write $\mathbf{e}=\hat{\mathbf{e}}+\check{\mathbf{e}}$, where $\hat{\mathbf{e}}$ and $\check{\mathbf{e}}$ have disjoint supports and $\hat{\mathbf{e}}$ is such that its support has size $\tilde{t}$ and is contained in the support of a column of $\mathbf{H}$. It is very unlikely that these additional errors (i.e., those due to ě) can improve the situation, up to the point that the decoder flips any of the bits in $\hat{\mathbf{e}}$. In the best case scenario, we expect that the decoder may be able to identify the error positions due to ě, but will not be able to flip any of the positions due to ê. Hence, decoding will fail with very high probability also in this case. Notice that, with a simple counting argument, one finds that the number of errors with weight $t$ and such that their supports intersect in $\tilde{t}$ elements with that of a column in $\mathbf{H}$ (say, the first one) is given by

$$
\begin{equation*}
\mid\left\{\mathbf{e} \in B_{n, t}, \text { such that }\left|\operatorname{Supp}(\mathbf{e}) \cap \operatorname{Supp}\left(\mathbf{H}_{:, 0}\right)\right|=\tilde{t}\right\} \left\lvert\,=\binom{v}{\tilde{t}}\binom{n_{0} p-v}{t-\tilde{t}}\right. \tag{4}
\end{equation*}
$$

In general terms, the possibility to decode successfully depends on many factors (such as the decoder setting) which we have not considered yet. In other words, even if for a vector $\mathbf{e}$ we have $\delta(\mathbf{e})>\lceil v / 2\rceil$, this does not imply that e can be corrected. Actually, we expect that a vector with a sufficiently large number of overlapping positions with a column of $\mathbf{H}$ is "harder to decode", with respect to a completely random vector. Hence, even moderately low values of $\tilde{t}$ may lead to rather high decoding failure probabilities. This in turn provides us with an operative method to generate error vector families which are expected to be harder to decode. As a consequence, through the use of numerical simulations to estimate the concrete DFR of these error families, we are able to obtain a lower bound on the DFR of any iterative BF-like decoder, as we state in the following proposition.

## Proposition 5 (DFR lower bound).

Let $\mathscr{C} \in \mathcal{Q C}-\mathcal{M D P \mathcal { C }}\left(n_{0}, p, v\right)$, with parity-check matrix $\mathbf{H} \in \mathbb{F}_{2}^{p \times n_{0} p}$. Let Dec be a BF-like decoder employed in the McEliece channel with parameter $t>v$, and consider the following procedure:

1. for any $\tilde{t} \in[1, v]$, generate a large number of vectors with weight $t$ and exactly $\tilde{t} \in[1 ; v]$ entries that overlap with $\mathbf{H}_{:, 0}$;
2. simulate decoding of these vectors, and denote with $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})$ the estimated failure rate (that is, the ratio between the number of failure events and that of considered vectors);
3. compute

$$
\epsilon_{\operatorname{Dec}}^{(L)}=\sum_{\tilde{t}=1}^{v} \tilde{\epsilon}_{\operatorname{Dec}}(\tilde{t}) \frac{\binom{v}{\tilde{t}}\binom{n_{0} p-v}{t-\tilde{t}}}{\binom{n_{0} p}{t}}
$$

Then, $\epsilon_{\text {Dec }}^{(L)}$ represents a lower bound for the DFR of Dec.
Proof. We consider error vectors with a special structure, that is, those intersecting with $\mathbf{H}_{:, 0}$ in $\tilde{t} \in[1 ; v]$ positions. For each $\tilde{t}$, we rely on numerical simulations to estimate the probability that the decoder is not able to correct a vector of this kind, and call this probability $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})$. Assuming that $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})$ is a proper estimate of the failure probability, when considering only vectors $\mathbf{e} \in B_{n, t}$ such that $\left|\operatorname{Supp}(\mathbf{e}) \cap \operatorname{Supp}\left(\mathbf{H}_{:, 0}\right)\right|=\tilde{t}$, we have

$$
\begin{align*}
\epsilon_{\text {Dec }}^{(L)} & =\sum_{\tilde{t}=1}^{v} \operatorname{Pr}\left[\operatorname{Dec}(\mathbf{e}) \neq \mathbf{0}_{\mathrm{n}}\right] \cdot \operatorname{Pr}\left[\left|\operatorname{Supp}(\mathbf{e}) \cap \operatorname{Supp}\left(\mathbf{H}_{:, 0}\right)\right|=\tilde{t} \mid \mathbf{e} \stackrel{\$}{\leftarrow} B_{n_{0} p, t}\right] \\
& \approx \sum_{\tilde{t}=1}^{v} \tilde{\epsilon}_{\operatorname{Dec}}(\tilde{t}) \cdot \operatorname{Pr}\left[\left|\operatorname{Supp}(\mathbf{e}) \cap \operatorname{Supp}\left(\mathbf{H}_{:, 0}\right)\right|=\tilde{t} \mid \mathbf{e} \stackrel{\$}{\leftarrow} B_{n_{0} p, t}\right]  \tag{5}\\
& =\sum_{\tilde{t}=1}^{v} \tilde{\epsilon}_{\operatorname{Dec}}(\tilde{t}) \cdot \frac{\binom{v}{\tilde{t}}\binom{n_{0} p-v}{t-\tilde{t}}}{\binom{n_{0} p}{t}},
\end{align*}
$$

where the last equality comes from (4). Finally, we claim that $\epsilon_{\text {Dec }}^{(L)}$ is a lower bound on the DFR since there may be other vectors that cause a decoding failure. For instance, we are not considering vectors that do not intersect with $\mathbf{H}_{:, 0}$, but intersect in a large number of positions with other columns of $\mathbf{H}$. For these vectors, we expect to have the same failure rates $\tilde{\epsilon}_{\text {Dec }}^{(L)}$.

Remark 1. The bound given in the above proposition is likely to be loose. For instance, we may consider the probability that a random $\mathbf{e} \in B_{n, t}$ intersects in $\tilde{t}$ positions with at least a generic column in $\mathbf{H}$. Assuming all columns of $\mathbf{H}$ behave as random vectors with weight $v$ and length $p$, for rather large values of $\tilde{t}$ we get that such a probability corresponds to

$$
1-\left(1-\frac{\binom{v}{\tilde{t}}\binom{n_{0} p-v}{t-\tilde{t}}}{\binom{n_{0} p}{t}}\right)^{n_{0} p} \approx n_{0} p \frac{\binom{v}{\tilde{t}}\binom{n_{0} p-v}{t-\tilde{t}}}{\binom{n_{0} p}{t}}
$$



Fig. 2: Results of numerical simulations on 100 random codes, picked from the family $\mathcal{Q C}-\mathcal{M D P \mathcal { C }}(2, p, v)$ with $p=12,323$ and $v=71$. For each code, we have generated 100 error vectors intersecting with the first column of $\mathbf{H}$ in $\tilde{t}$ positions. Figures (a) and (b) report the measured distribution of $\max \left\{\sigma_{i} \mid\right.$ $\left.i \in \operatorname{Supp}(\mathbf{e}) \cap \operatorname{Supp}\left(\mathbf{H}_{:, 0}\right)\right\}$. In (a), we have considered vectors with weight $\tilde{t}$, i.e., such that their support is fully contained in that of $\mathbf{H}_{:, 0}$. In (b), we have considered vectors with weight $t=134$ and support intersecting that of $\mathbf{H}_{:, 0}$ in $\tilde{t}$ positions.

Using these probabilities in (5) (instead of the term $\binom{v}{\tilde{t}}\binom{n_{0} p-v}{t-\tilde{t}} /\binom{n_{0} p}{t}$, we would obtain an increase on the value of $\epsilon_{\text {Dec }}^{(L)}$ by a factor $n_{0} p$. However, this approach leads to multiple counting of the same vectors. We expect that the obtained probabilities are not much higher than the actual ones, yet, using them would prevent us from claiming that $\epsilon_{\text {Dec }}^{(L)}$ is a provable lower bound.
Remark 2. As anticipated in the Introduction, a similar analysis has been independently and concurrently performed by Vasseur in his PhD thesis 41, Chapter 16]. Namely, Vasseur has denoted as near-codewords the error patterns producing syndromes with unusually low weight. The effect of near-codewords on the counters distribution has been motivated by the results of numerical simulations, which are reported in [41, Table 16.2]. It can be easily seen that the error vectors we have considered in this section can be deemed as near-codewords, since with very high probability a rather large number of cancellations happen in the syndrome computation. However, as a significant difference with [41], in this paper we have provided a quantitative justification to for the counters behaviours, through Lemma 1 and Propositions 3 and 4.

### 4.2 Results for $\mathrm{QC}-\operatorname{MDPC}(2, p, v)$ codes

We first consider the counters distribution for error vectors whose support intersects that of a column of $\mathbf{H}$ in $\tilde{t}$ positions. As we have already said, due to overlapping ones with rows of $\mathbf{H}$, we expect the counters values to be slightly better than what we have considered in Proposition 4.


Fig. 3: Numerical simulations on the Backflip decoder as in the BIKE v3.2 specification, with maximum number of iterations set to 100 . The sample DFR was estimated running either at least $10^{8}$ decoding actions, or collecting at least 100 decoding failures, whichever event happened first. Figure (b) reports the number of iterations taken to decode an input, for all the inputs which were correctly decoded.


Fig. 4: Numerical simulations on the BGF decoder as in the BIKE v4.1 specification, with maximum number of iterations set to 5 . The sample DFR was estimated running either at least $10^{8}$ decoding actions, or collecting at least 100 decoding failures, whichever event happened first. Figure (b) reports the number of iterations taken to decode an input, for all the inputs which were correctly decoded.

Yet, due to sparsity, we expect that the number of such overlapping elements is low, so that the effect in the counters values is rather limited. To validate this assertion, we have run numerical simulations on the family of QC-MDPC codes with $n_{0}=2, p=12,323$ and $v=71$, employed in the McEliece channel with $t=134$. Note that these parameters correspond to the ones of BIKE, version 4.1 44, considered also in 17]. The obtained results are reported in Fig. 2. We notice that, regardless of the weight of the error vector, when the intersection between the error vector and a column of $\mathbf{H}$ increases, the maximum counter becomes lower. Hence, as a consequence, we expect that the failure probability increases, as well.

In order to validate the analysis reported in the previous section, we have applied Proposition 5 on two improved BF decoders, namely, the backflip proposed in 35 and the Black Gray Flip ( $B G F$ ) proposed in 17], also used for decryption in BIKE [4]. Both decoders have been considered for codes with $v=71$ and a McEliece channel with $t=134$. We have analyzed both decoders for the values of $p$ in the proposals of the BIKE cryptosystem [4], respectively in version 3.2 and 4.1, that is $p=12,323$ for the BGF decoder and $p=11,779$ for the backflip decoder.

We have performed numerical simulations to obtain the values of $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})$, stopping each simulation after having registered 100 decoding failures for each value of $\tilde{t}$ or having realized at least 100 M decoding computations. In order to cope with the significant computation time requirements, we have parallelized the decoder calculus, distributing it through the OpenMP framework, thus resulting in some additional decoding computations beyond the 100 M being occasionally performed. We tested 10 random codes with the same parameters detecting no relevant change in the results. For both decoders we report, in Figs. 3 and 4 , the values of $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})$ as a function of $\tilde{t}$, and the number of iterations taken by the decoder whenever the error was correctly decoded. In the figures we additionally report the number of iterations taken by each decoder when a correct decoding computation took place, over the $\approx 330 \mathrm{M}$ decoded error vectors for each decoder; each colored line reports the data for a specific value of $\tilde{t}$ for which we have determined $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})>10^{-8}$.

Remark 3. An interesting experimental note regarding the computational efficiency and effectiveness of the decoding process of the BGF and backflip decoder concerns the number of iterations which they require to correct an error. While the BGF decoder employs all the 5 iterations for which it has been designed, all the iterations above the 12 -th in the backflip decoder were useless in our simulations. Indeed, no error was corrected with a number of iterations between 13 and 100. This provides an interesting insight with respect to $\sqrt{36}$, where it is stated that adding iterations beyond the 20-th in a backflip decoder should significantly improve its expected DFR. Indeed, when considering the approach of [36], which extrapolates the low-DFR behavior of the decoder from experimentally simulable points, our results would imply that a 20 iteration backflip decoder behaves as a 100 iteration one (as the simulated results match). This in turn would lead to the DFR extrapolation of $2^{-97.65}$ being true also for the 100 iteration variant

Table 1: Summary of the DFR bounds found in this work, compared with the claimed values in $35,17,4$.

| Decoder <br> $(\mathbf{p}, \mathbf{v}, \mathbf{t})$ | Backflip $\sqrt[35]{ }$ <br> $(\mathbf{1 1 7 7 9}, \mathbf{7 1}, \mathbf{1 3 4})$ | BGF <br> $(\mathbf{1 2 3 2 3}, \mathbf{1 7}, \mathbf{4}, \mathbf{1 3 4})$ |
| :---: | :---: | :---: |
| Claimed DFR | $2^{-128}$ | $2^{-128}$ |
| $\epsilon_{\text {ML }}^{(L)}$ | $2^{-425.86}$ | $2^{-430.45}$ |
| $\epsilon_{\text {Dec }}^{(L)}$ | $2^{-166.3}$ | $2^{-168.06}$ |

of the backflip decoder. The non monotone trend in the number of iterations of the backflip decoder finds an explanation in the flipping Time-To-Live (TTL) of the procedure (which reverts a bit flip after a given TTL has expired): indeed the TTL during the overwhelming majority of our numerical simulations was found to be set to 5 for flips taking place in the first iteration.

Employing the results on $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})$ obtained through simulations in the expression of $\epsilon_{\text {Dec }}^{(L)}$ given in Proposition 5. we are able to provide lower bounds on the DFR of these algorithms, which are shown in Table 1. The reported values differ from the ones of $\epsilon_{\mathrm{ML}}^{(L)}$ by a factor of $\approx 2^{259}$, in turn showing how a significant amount of failure events, at very low DFR values, are not due to near-codewords (as claimed in $(34)$. Indeed, our reported data are able to set a reliable lower bound on the DFR, through Proposition 5, in turn showing that iterative decoders perform significantly worse than the ML decoder. We note that the lower bounds we provide do not explicitly contradict the numerical claims on the DFR for both the backflip and the BGF decoder with the parameters at hand. We also note that obtaining concrete values for $\tilde{\epsilon}_{\text {Dec }}(\tilde{t})$ for values of $\tilde{t}<25$ may bring the value of our lower bound further up.

## 5 Conclusion

We have proposed two approaches for bounding the performance of iterative decoders derived from Gallager's BF, and used in decoding QC-MDPC codes in code-based cryptosystems. The first approach relies on modeling the ML decoder performance, which is an optimal decoder and hence provides an ultimate bound on the behavior of any sub-optimal decoder, such as the BF ones. This also allows to characterize the asymptotic DFR of these decoders, which has been shown to decay polynomially in the code length. The second approach exploits a numerically-aided procedure to provide a lower bound on the DFR of BF decoders: the approach relies on numerical estimations for the DFR of families of error vectors which are harder to decode for BF decoders. Through weighing the contribution to the total DFR of such error families with their size we achieve a lower bound on the DFR for the specific class of iterative decoders derived from BF. In particular, this second approach was shown to provide tighter lower bounds to the DFR by a factor of $2^{259}$ with respect to the
bound obtained modeling the performance of the ML decoder, thus providing a preliminary quantitative assessment of the performance gap of the iterative BF decoders and their ideal ML counterpart on QC-MDPC parameters of interest in code-based cryptography.
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## Appendix A: Proof of Theorem 1

We focus on ML decoding, and derive an analytical expression for its DFR. To this end, we consider an input $\mathbf{x}=\mathbf{c}+\mathbf{e} \in \mathbb{F}_{2}^{n}$, with $\mathbf{c} \stackrel{\$}{\leftarrow} \mathscr{C}$ and $\mathbf{e} \stackrel{\$}{\leftarrow} B_{n, t}$. The decoder first computes $\mathscr{C}^{(\mathbf{x})}$, that is, the set of all codewords that are $t$ away from $\mathbf{x}$, and then outputs at random one of them. Given that, clearly, $\mathbf{c} \in \mathscr{C}^{(\mathbf{x})}$, and that decoding fails every time the decoder output is different from $\mathbf{c}$, we have that a failure happens with probability
$\frac{\left|\mathscr{C}^{(x)}\right|-1}{\left|\mathscr{C}^{(x)}\right|}$.

Note that, if there is only one codeword in $\mathscr{C}^{(\mathbf{x})}$, then this codeword must be $\mathbf{c}$; hence, in this case, we never have a failure. To obtain the DFR, which we denote as $\epsilon_{\mathrm{ML}}$, we average the above probability over all the possible errors $\mathbf{e} \in B_{n, t}$, added to all the codewords in $\mathscr{C}$. According to Definition 4 we assume uniform distributions for both $\mathbf{c}$ and $\mathbf{e}$, and hence obtain

$$
\epsilon_{\mathrm{ML}}=\frac{1}{2^{k}\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \sum_{\mathbf{c} \in \mathscr{C}} \frac{\left|\mathscr{C}^{(\mathbf{c}+\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathbf{c}+\mathbf{e})}\right|}
$$

Now we show that, due to linearity, we can consider that the transmitted codeword corresponds to $\mathbf{0}_{n}$. Indeed, for each codeword $\mathbf{c} \in \mathscr{C}$ and any $\mathbf{e} \in B_{n, t}$, we have

$$
\begin{aligned}
\mathscr{C}^{(\mathbf{c}+\mathbf{e})} & =\{\mathbf{a} \in \mathscr{C} \text { s.t. } \operatorname{dist}(\mathbf{c}+\mathbf{e}, \mathbf{a})=t\}=\{\mathbf{a} \in \mathscr{C} \text { s.t. } \operatorname{dist}(\mathbf{c}+\mathbf{a}, \mathbf{e})=t\} \\
& =\left\{\mathbf{a}^{\prime} \in \mathscr{C} \text { s.t. } \operatorname{dist}\left(\mathbf{a}^{\prime}, \mathbf{e}\right)=t\right\}=\mathscr{C}^{(\mathbf{e})}
\end{aligned}
$$

From this observation, we further obtain

$$
\begin{aligned}
\epsilon_{\mathrm{ML}} & =\frac{1}{2^{k}\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \sum_{\mathbf{c} \in \mathscr{C}} \frac{\left|\mathscr{C}^{(\mathbf{c}+\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathbf{c}+\mathbf{e})}\right|}=\frac{1}{2^{k}\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \sum_{\mathbf{a}^{\prime} \in \mathscr{C}} \frac{\left|\mathscr{C}^{(\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathbf{e})}\right|} \\
& =\frac{1}{2^{k}\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} 2^{k} \frac{\left|\mathscr{C}^{(\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathbf{e})}\right|}=\frac{1}{\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \frac{\left|\mathscr{C}^{(\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathbf{e})}\right|} \\
& =1-\frac{1}{\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \frac{1}{\left|\mathscr{C}^{(\mathbf{e})}\right|} .
\end{aligned}
$$

We now proceed by proving the lower and upper bounds on the DFR. Based on the above aconsiderations, we consider the transmission of the null codeword over the McEliece channel. The output of the channel, which is given as input to the decoder, corresponds to a weight $t$ vector, uniformly distributed over $B_{n, t}$. Decoding fails every time the decoder outputs a codeword which is not the null one. Clearly, for any $\mathbf{e} \in B_{n, t}$, we necessarily have $\mathbf{0}_{n} \in \mathscr{C}^{(\mathbf{e})}$ : hence, a decoding failure may happen only when $\mathscr{C}^{(\mathrm{e})}$ contains at least two codewords. Notice that we can express the decoding failure rate as

$$
\epsilon_{\mathrm{ML}}=\frac{1}{\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \operatorname{Pr}\left[\mathrm{ML}(\mathbf{e}) \neq \mathbf{0}_{\mathrm{n}}\right]=\frac{1}{\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \sum_{\mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n}} \operatorname{Pr}[\mathrm{ML}(\mathbf{e})=\mathbf{c}]
$$

Consider that

$$
\operatorname{dist}(\mathbf{c}, \mathbf{e})=\mathrm{wt}(\mathbf{c})+t-2 \alpha \quad \text { and } \quad \operatorname{dist}(\mathbf{c}, \mathbf{e}) \in[\mathrm{wt}(\mathbf{c})-\mathrm{t} ; \mathrm{wt}(\mathbf{c})+\mathrm{t}]
$$

where $\alpha=|\operatorname{Supp}(\mathbf{e}) \cap \operatorname{Supp}(\mathbf{c})|$ and, clearly, $0 \leq \alpha \leq \min \{t, \operatorname{wt}(\mathbf{c})\}$. In particular, $\mathbf{c}$ will be at distance $t$ from $\mathbf{e}$ only when $2 \alpha=\mathrm{wt}(\mathbf{c})$. Then, the following claims can be straightforwardly proven:
i) if $\mathrm{wt}(\mathbf{c})$ is odd, then $\mathbf{c} \notin \mathscr{C}^{(\mathbf{e})}$;
ii) if $\operatorname{wt}(\mathbf{c})>2 t$, then $\operatorname{dist}(\mathbf{c}, \mathbf{e})>t$ and thus $\mathbf{c} \notin \mathscr{C}^{(\mathbf{e})}$;
iii) if $\operatorname{wt}(\mathbf{c})$ is even and $\leq 2 t$, then, by a counting argument on the number of elements of $\operatorname{Supp}(\mathbf{e})$ and $\operatorname{Supp}(\mathbf{c})$ that coincide, we have that

$$
\left|\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}(\mathbf{c}, \mathbf{e})=t\right\}\right|=\binom{\mathrm{wt}(\mathbf{c})}{\mathrm{wt}(\mathbf{c}) / 2}\binom{n-\mathrm{wt}(\mathbf{c})}{t-\mathrm{wt}(\mathbf{c}) / 2}
$$

iv) if $\mathbf{e}$ is such that $\mathbf{c} \notin \mathscr{C}^{(\mathbf{e})}$, then $\operatorname{Pr}[\operatorname{ML}(\mathbf{e})=\mathbf{c}]=0$, otherwise

$$
\operatorname{Pr}[\mathrm{ML}(\mathbf{e})=\mathbf{c}]=\frac{1}{\left|\mathscr{C}^{(\mathbf{e})}\right|} \leq \frac{1}{2}
$$

since $\mathscr{C}^{(\mathbf{e})}$ contains at least two codewords.
By putting everything together, we get

$$
\begin{aligned}
& \epsilon_{\mathrm{ML}}=\frac{1}{\binom{n}{t}} \sum_{\mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n}} \sum_{\mathbf{e} \in B_{n, t}} \operatorname{Pr}[\mathrm{ML}(\mathbf{e})=\mathbf{c}]=\frac{1}{\binom{n}{t}} \sum_{\mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n}} \sum_{\substack{ \\
\mathbf{e} \in B_{n, t} \\
\mathbf{c} \in \mathscr{C}^{(\mathbf{e})}}} \operatorname{Pr}[\mathrm{ML}(\mathbf{e})=\mathbf{c}] \\
& =\frac{1}{\binom{n}{t}} \sum_{\mathbf{c} \in \mathscr{C} \backslash \mathbf{o}_{n}} \sum_{\substack{\mathbf{e} \in B_{n, t}, t \\
\mathbf{c} \in \mathscr{C}^{(\mathbf{e})}}} \frac{1}{\left|\mathscr{C}^{(\mathbf{e})}\right|} \leq \frac{1}{2\binom{n}{t}} \sum_{\mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n}}\left|\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}(\mathbf{c}, \mathbf{e})=t\right\}\right| \\
& =\frac{1}{2\binom{n}{t}} \sum_{\substack{\mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n} \\
\text { wt }(\mathbf{c}) \in[d ; 2 t] \\
\text { wt }(\mathbf{c}) \text { even }}}\binom{\mathrm{wt}(\mathbf{c})}{\mathrm{wt}(\mathbf{c}) / 2}\binom{n-\mathrm{wt}(\mathbf{c})}{t-\mathrm{wt}(\mathbf{c}) / 2} \\
& =\frac{1}{2\binom{n}{t}} \sum_{\substack{w \in[d ; 2 t] \\
w \text { even }}} A_{w}\binom{w}{w / 2}\binom{n-w}{t-w / 2}=\epsilon_{\mathrm{ML}}^{(U)} \text {, }
\end{aligned}
$$

where $A_{w}$ is the number of codewords in $\mathscr{C}$ of weight $w$, and $d$ is the minimum distance of $\mathscr{C}$.

In analogous way, we now derive a lower bound for the DFR of the MLdecoder; we start from

$$
\begin{aligned}
\epsilon_{\mathrm{ML}} & =\frac{1}{\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \operatorname{Pr}\left[\mathrm{ML}(\mathbf{e}) \neq \mathbf{0}_{n}\right]=\frac{1}{\binom{n}{t}} \sum_{\mathbf{e} \in B_{n, t}} \frac{\left|\mathscr{C}^{(\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathbf{e})}\right|} \\
& =\frac{1}{\binom{n}{t}} \sum_{\substack{\mathbf{e} \in B_{n, t} \\
\left|\mathscr{C}^{(\mathbf{e})}\right| \geq 2}} \frac{\left|\mathscr{C}^{(\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathbf{e})}\right|} \geq \frac{\left|\left\{\mathbf{e} \in B_{n, t}| | \mathscr{C}^{(\mathbf{e})} \mid \geq 2\right\}\right|}{2\binom{n}{t}}
\end{aligned}
$$

where the inequality comes from the observation that, if $\left|\mathscr{C}^{(\mathbf{e})}\right| \geq 2$, we have $\frac{\left|\mathscr{C}^{(\mathbf{e})}\right|-1}{\left|\mathscr{C}^{(\mathrm{e})}\right|} \geq \frac{1}{2}$. In the above expression, we need to count the number of vectors $\mathbf{e} \in B_{n, t}$ for which $\mathscr{C}^{(\mathbf{e})}$ contains at least a codeword which is different from the null one. To avoid multiple counting of the same vector, we bound further such a quantity as follows. We have

$$
\begin{aligned}
& \mid\left\{\mathbf{e} \in B_{n, t} \mid \exists \mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n} \text { s.t. } \operatorname{dist}(\mathbf{c}, \mathbf{e})=t\right\} \mid \\
& =\left|\bigcup_{\mathbf{c} \in \mathscr{C} \backslash \mathbf{0}_{n}}\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}(\mathbf{c}, \mathbf{e})=t\right\}\right| \\
& =\left\lvert\,\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}\left(\mathbf{c}^{*}, \mathbf{e}\right)=t\right\} \cup\left(\begin{array}{c}
\left.\bigcup_{\mathbf{c} \in \mathscr{C} \backslash\left\{\mathbf{0}_{n}, \mathbf{c}^{*}\right\}}\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}(\mathbf{c}, \mathbf{e})=t\right\}\right) \mid \\
\geq\left|\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}\left(\mathbf{c}^{*}, \mathbf{e}\right)=t\right\}\right|
\end{array}\right.\right.
\end{aligned}
$$

for any non null codeword $\mathbf{c}^{*}$. Notice that the above quantity depends only on the weight of the considered $\mathbf{c}^{*}$. Let $w=\mathrm{wt}\left(\mathbf{c}^{*}\right)$ : if $w$ is odd or $w \notin[d, 2 t]$, then $\left|\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}\left(\mathbf{c}^{*}, \mathbf{e}\right)=t\right\}\right|=0$, otherwise

$$
\left|\left\{\mathbf{e} \in B_{n, t} \mid \operatorname{dist}\left(\mathbf{c}^{*}, \mathbf{e}\right)=t\right\}\right|=\binom{w}{w / 2}\binom{n-w}{t-w / 2}
$$

Since the above inequality holds for any codeword $\mathbf{c}^{*}$ of proper weight, we can write $\epsilon_{\mathrm{ML}} \geq \epsilon_{\mathrm{ML}}^{(L)}$, where

$$
\epsilon_{\mathrm{ML}}^{(L)}=\max _{\substack{w \in[d, 2 t] \\ w \\ A_{w}>0}}\left\{\frac{\binom{w}{w / 2}\binom{n-w}{t-w / 2}}{2\binom{n}{t}}\right\} .
$$

Notice that if $\mathscr{C}$ does not contain a codeword with even weight not larger than $2 t$, then the expression of $\epsilon_{\mathrm{ML}}^{(L)}$ becomes meaningless (i.e., it becomes 0 ).

To conclude the proof, we show that the MLS decoder has the same DFR of the ML decoder. Let $\mathbf{x}=\mathbf{c}+\mathbf{e}$, with $\mathbf{c} \in \mathscr{C}$ and $\mathbf{e} \in B_{n, t}$, be the received sequence. The probability that ML, on input $\mathbf{x}$, outputs a codeword which is different from $\mathbf{c}$ is equal to $1-\left|\mathscr{C}^{(\mathbf{e})}\right|^{-1}$. The MLS decoder, on input $\mathbf{s}=\mathbf{x} \mathbf{H}^{\top}$, fails with probability $1-\left|\mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}\right|^{-1}$. Note that $\mathscr{C}^{(\mathbf{e})}$ contains all codewords $\mathbf{c}^{\prime} \neq \mathbf{c}$ such that $\operatorname{dist}\left(\mathbf{e}, \mathbf{c}^{\prime}\right)=t$; thus, we have that $\mathbf{e}^{\prime}=\mathbf{c}^{\prime}+\mathbf{e}$ has weight $t$ and syndrome $\mathbf{e}^{\prime} \mathbf{H}^{\top}=\mathbf{e} \mathbf{H}^{\top}=\mathbf{s}$, so that $\mathbf{e}^{\prime} \in \mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}$. Then, we have that $\left|\mathscr{C}^{(\mathbf{e})}\right| \leq\left|\mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}\right|$.
Now, for each $\mathbf{e}^{\prime} \in \mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}$, we have that $\mathbf{e} \mathbf{H}^{\top}=\mathbf{e}^{\prime} \mathbf{H}^{\top}$, from which $\left(\mathbf{e}+\mathbf{e}^{\prime}\right) \mathbf{H}^{\top}=\mathbf{0}$; hence $\mathbf{c}^{\prime \prime}=\mathbf{e}+\mathbf{e}^{\prime} \in \mathscr{C}$. Now, consider that

$$
\mathbf{x}+\mathbf{e}^{\prime}=\mathbf{c}+\mathbf{e}+\mathbf{e}^{\prime}=\mathbf{c}+\mathbf{c}^{\prime \prime}=\hat{\mathbf{c}} \in \mathscr{C},
$$

and that

$$
\operatorname{dist}(\hat{\mathbf{c}}, \mathbf{x})=\mathrm{wt}(\hat{\mathbf{c}}+\mathbf{x})=\mathrm{wt}\left(\mathbf{c}+\mathbf{c}^{\prime \prime}+\mathbf{c}+\mathbf{e}\right)=\mathrm{wt}\left(\mathbf{e}+\mathbf{e}^{\prime}+\mathbf{e}\right)=\mathrm{wt}\left(\mathbf{e}^{\prime}\right)=t
$$

thus $\hat{\mathbf{c}} \in \mathscr{C}^{(\mathbf{e})}$. This shows that, for any candidate in $\mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}$, we also have a candidate in $\mathscr{C}^{(\mathbf{e})}$, and vice versa: this proves that $\left|\mathscr{C}^{(\mathbf{e})}\right|=\left|\mathcal{S}_{\mathbf{H}}^{(\mathbf{x})}\right|$.

## Appendix B: Proof of Proposition 1

Let $\mathscr{C} \in \mathcal{Q}-\mathcal{M D P C}\left(n_{0}, p, v\right)$, and denote with $\mathbf{H}$ its parity-check matrix formed by circulant blocks of weight $v$. Let $\mathbf{H}_{i}$ denote the $i$-th circulant block in $\mathbf{H}$. For $i_{0}, i_{1} \in\left\{0,1, \cdots, n_{0}-1\right\}$, with $i_{0} \neq i_{1}$, and $\ell \in\{0,1, \cdots, p-1\}$, consider a vector $\mathbf{c}^{\left(i_{0}, i_{1}, \ell\right)}$ in the form

$$
\mathbf{c}^{\left(i_{0}, i_{1}, \ell\right)}=\left[\mathbf{c}_{0}^{\left(i_{0}, i_{1}, \ell\right)}, \mathbf{c}_{1}^{\left(i_{0}, i_{1}, \ell\right)}, \cdots, \mathbf{c}_{n_{0}-1}^{\left(i_{0}, i_{1}, \ell\right)}\right]
$$

where

$$
\mathbf{c}_{j}^{\left(i_{0}, i_{1}, \ell\right)}= \begin{cases}\mathbf{0}_{p} & \text { if } j \neq i_{0}, i_{1} \\ \text { the transpose of the } \ell \text {-th column of } \mathbf{H}_{i_{1}} & \text { if } j=i_{0} \\ \text { the transpose of the } \ell \text {-th column of } \mathbf{H}_{i_{0}} & \text { if } j=i_{1}\end{cases}
$$

It is easily seen that $\mathbf{c}^{i_{0}, i_{1}, \ell} \mathbf{H}^{\top}=\mathbf{0}_{p}$, hence $\mathbf{c}^{i_{0}, i_{1}, \ell} \in \mathscr{C}$. Furthermore, $\mathbf{c}^{i_{0}, i_{1}, \ell}$ has weight $2 v$ : this proves that $\mathscr{C}$ cannot have a minimum distance larger than $2 v$. Consider now that the number of vectors $\mathbf{c}^{i_{0}, i_{1}, \ell}$ is given by the number of choices for $i_{0}, i_{1}$ and $\ell$, which is equal to $p\binom{n_{0}}{2}$. This proves that $\mathscr{C}$ contains at least $p\binom{n_{0}}{2}$ codewords with weight $2 v$. Clearly, we cannot exclude that there are more codewords with this weight (even if this is rather unlikely), so we can only claim that $A_{2 v} \geq p\binom{n_{0}}{2}$.

## Appendix C: Derivation of Equation (3)

We here show how (3) can be obtained. We start by specializing the expression of
$\epsilon_{\mathrm{ML}}^{(L)}$ for the case of $n_{0}=2$. Remember that the code always contains codewords with weight $w=2 v$, so that we can write

$$
\epsilon_{\mathrm{ML}}^{(L)}=\frac{\binom{2 v}{v}\binom{2 p-2 v}{t-v}}{2\binom{2 p}{t}}
$$

For the binomials appearing in the above expression, we are going to use the following well known (for instance, see [15]) approximations

$$
\begin{equation*}
\binom{2 v}{v}=\frac{2^{2 v}}{\sqrt{\pi v}}(1+o(1)) \tag{6}
\end{equation*}
$$

$$
\begin{gather*}
\binom{2 p-2 v}{t-v}=\frac{1}{\sqrt{2 \pi(t-v)}}\left(\frac{(2 p-2 v) e}{(t-v)}\right)^{t-v}(1+o(1))  \tag{7}\\
\binom{2 p}{t}=\frac{1}{\sqrt{2 \pi t}}\left(\frac{2 p e}{t}\right)^{t}(1+o(1)) \tag{8}
\end{gather*}
$$

where $e$ is Euler's number. Neglecting the $o(1)$ terms and expressing (6) as a power of 2 , we get

$$
\binom{2 v}{v} \approx 2^{2 v-0.5 \log _{2}(v)-0.8257}
$$

From (7) and (8), we obtain

$$
\begin{aligned}
\frac{\binom{2 p-2 v}{t-v}}{\binom{2 p}{t}} & =\frac{1}{\sqrt{1-\frac{v}{t}}}\left(\frac{(2 p-2 v) e}{(t-v)}\right)^{t-v}\left(\frac{2 p e}{t}\right)^{-t}(1+o(1)) \\
& =\frac{e^{-v}}{\sqrt{1-\frac{v}{t}}}\left(\frac{(2 p-2 v)}{(t-v)}\right)^{t-v}\left(\frac{2 p}{t}\right)^{-t}(1+o(1))
\end{aligned}
$$

To further simplify, we consider $t \approx 2 v$, from which

$$
\begin{aligned}
\left.\frac{\binom{2 p-2 v}{t-v}}{(2 p} \begin{array}{c}
t
\end{array}\right) & \approx \frac{e^{-v}}{\sqrt{0.5}}\left(\frac{(2 p-2 v)}{v}\right)^{v}\left(\frac{p}{v}\right)^{-2 v} \\
& =\frac{e^{-v}}{\sqrt{0.5}}\left(\frac{2 p}{v}-2\right)^{v}\left(\frac{p}{v}\right)^{-2 v} \\
& =2^{-1.4427 v+0.5+v \log _{2}\left(\frac{2 p}{v}-2\right)-2 v \log _{2}\left(\frac{p}{v}\right)} .
\end{aligned}
$$

Since $\frac{2 p}{v} \gg 2$, we further have

$$
\begin{aligned}
\frac{\binom{2 p-2 v}{t-v}}{\binom{2 p}{t}} & \approx 2^{-1.4427 v+0.5+v \log _{2}\left(\frac{2 p}{v}\right)-2 v \log _{2}\left(\frac{p}{v}\right)} \\
& =2^{-0.4427 v+0.5-v \log _{2}\left(\frac{p}{v}\right)}
\end{aligned}
$$

Putting everything together, we get

$$
\frac{\binom{2 v}{v}\binom{2 p-2 v}{t-v}}{2\binom{2 p}{t}} \approx 2^{1.5573 v-v \log _{2}\left(\frac{p}{v}\right)-0.5 \log _{2}(v)-1.3257}
$$

## Appendix D: Proof of Lemma 1

To avoid confusion, in this proof we use " $\oplus$ " to indicate the sum in the binary finite field, and the operator $"+"$ to indicate the standard sum over the integers ring. We denote with $c_{j}$ the value of the $j$-th parity-check equation $c_{j}=\bigoplus_{i=0}^{n-1} e_{i} h_{i, j}$, and we have

$$
c_{j}=1 \Longleftrightarrow\left\langle\mathbf{H}_{:, j} ; \mathbf{e}\right\rangle \text { is odd. }
$$

Recalling that the $i$-th counter $\sigma_{i}$ corresponds to the number of unsatisfied parity-check equations in which the $i$-th bit participates, that is

$$
\sigma_{i}=\sum_{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)} c_{j}=\mid\left\{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right) \mid\left\langle\mathbf{H}_{j,:} ; \mathbf{e}\right\rangle \text { is odd }\right\} \mid,
$$

whenever $e_{i}=1$ we have

$$
\sigma_{i}=\operatorname{wt}\left(\mathbf{H}_{:, i}\right)-\mid\left\{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right) \mid\left\langle\mathbf{H}_{j,:}^{(i)}, \mathbf{e}^{(i)}\right\rangle \text { is odd }\right\} \mid .
$$

We notice that, for each non negative integer $a$, it results

$$
a-2\left\lfloor\frac{a}{2}\right\rfloor= \begin{cases}1 & \text { if } a \text { is odd } \\ 0 & \text { if } a \text { is even }\end{cases}
$$

Let $\kappa_{j, \ell}$ denote the lifted entry $h_{i, j}$ (i.e., with value in $\{0 ; 1\} \subseteq \mathbb{Z}$ ), and consider the following chain of equalities

$$
\begin{aligned}
\sigma_{i} & =\mid\left\{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right) \mid\left\langle\mathbf{H}_{j,:}^{(i)} ; \mathbf{e}^{(i)}\right\rangle \text { is odd }\right\} \mid \\
& =\sum_{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)}\left\langle\mathbf{H}_{j,:}^{(i)} ; \mathbf{e}^{(i)}\right\rangle-2\left\lfloor\frac{\left\langle\mathbf{H}_{j,:}^{(i)} ; \mathbf{e}^{(i)}\right\rangle}{2}\right\rfloor \\
& =\sum_{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)} \sum_{\ell \in \operatorname{Supp}\left(\mathbf{e}^{(i)}\right)} \hbar_{j, \ell}-2\left\lfloor\frac{\left\langle\mathbf{H}_{j,:}^{(i)} ; \mathbf{e}^{(i)}\right\rangle}{2}\right\rfloor \\
& =\left(\sum_{\ell \in \operatorname{Supp}(\mathbf{e}) \backslash\{i\}} \sum_{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)} h_{j, \ell}\right)-\sum_{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)} 2\left\lfloor\frac{\left\langle\mathbf{H}_{j,:}^{(i)} ; \mathbf{e}^{(i)}\right\rangle}{2}\right\rfloor \\
& =\sum_{\ell \in \operatorname{Supp}(\mathbf{e}) \backslash\{i\}} \gamma_{i, \ell}-\sum_{j \in \operatorname{Supp}\left(\mathbf{H}_{:, i}\right)} 2\left\lfloor\frac{\left\langle\mathbf{H}_{j,:}^{(i)} ; \mathbf{e}^{(i)}\right\rangle}{2}\right\rfloor .
\end{aligned}
$$

Putting all the previous inferences together, the thesis of the Lemma can be easily derived. When $e_{i}=0$, the thesis of the Lemma can be proved with analogous reasoning.

