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Abstract. In this work, our aim is to provide a structured answer in
natural language to a complex information need. Particularly, we envision
using generative models from the perspective of data-to-text generation.
We propose the use of a content selection and planning pipeline which
aims at structuring the answer by generating intermediate plans. The
experimental evaluation is performed using the TREC Complex Answer
Retrieval (CAR) dataset. We evaluate both the generated answer and
its corresponding structure and show the effectiveness of planning-based
models in comparison to a text-to-text model.
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1 Introduction

Complex search tasks (e.g., exploratory) involve open-ended and multifaceted
queries that require information retrieval (IR) systems to aggregate informa-
tion over multiple unstructured documents [19]. To address these requirements,
most interactive IR methods adopt the dynamic multi-turn retrieval approach
by designing session-based predictive models relying on Markov models [21],
query-flow graphs [7] for relevance prediction and sequence-to-sequence models
for query suggestion [15,1]. One drawback of those approaches remains in the it-
erative querying process, requesting users to visit different contents to complete
their information need. Moreover, while there is a gradual shift today towards
new interaction paradigms through natural-sounding answers [5,16], most ap-
proaches still rely on a ranked list of documents as the main form of answer.

In this paper, we envision solving complex search tasks triggered by open-
ended queries, by considering single-turn (vs. multi-turn) interaction with users
and providing natural language generated answers (vs. a ranked list of docu-
ments). We focus on the upstream part of the search process, once a ranked
list of candidate documents has been identified in response to a complex infor-
mation need. In a close line of research, open-domain QA attempt to retrieve
and reason over multiple seed passages either to extract [2,4] or to generate in a
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aztec cuisine

aztec cuisine was the cuisine of the Aztec Empire and the Nahua peoples of 
the Valley of Mexico prior to European contact in 1519. 
[h1] Etymology [h1] 
The word xocolatl is derived from the Nahuatl word xocolatl. 
[h1] Aztec cuisine [h1]
      [h2] Mexican food [h2] 
Mexican cuisine is primarily a fusion of indigenous Mesoamerican cooking 
with European, especially Spanish, elements added after the Spanish 
conquest of the Aztec Empire in the 16th century. 
       [h2] Chocolate [h2] 
Chocolate played an important part in the history of Mexican cuisine. 
       [h2] Maize [h2]
 Maize was the single most important staple of the Aztecs.
       [h2] Other foods [h2]
There are many other types of maize that were introduced by the Aztecs.
[h1] History [h1] 
According to legend, the Aztecs had eaten maize for thousands of years.

10 paragraphs

structured answer

Gold standard

Aztec cuisine was the cuisine of the Aztec Empire and the Nahua 
peoples of the Valley of Mexico prior to European contact in 1519. […]
[h1] Meals [h1]
Most sources describe two meals per day, though there is an account of 
laborers getting three meals, one at dawn, another one at around 9 […]
     [h2] Feasts [h2]
Many accounts exist of Aztec feasts and banquets and the ceremony 
that surrounded them.  […]
[h1] Food preparation [h1]
The main method of preparation was boiling or steaming in two-
handled clay pots or jars called xoctli in Nahuatl and translated into 
Spanish as olla ("pot").  […]
[h1] Foods [h1]
The Aztec staple foods included maize, beans and squash to which were 
often added chilis, nopales and tomatoes, all prominent parts of the 
Mexican diet to this day. 
     [h2] Cereals [h2]
Maize was the single most important staple of the Aztecs. […]
     [h2] Spices [h2]
A great number of herbs and spices were available to the Aztecs in 
seasoning food. […]
[h1] Drink [h1]
     [h2] Alcohol [h2]
Many different alcoholic beverages were made from fermented maize, 
honey, pineapple, cactus fruit and other plants. […] 
     [h2] Ātōlli [h2]
[…]
     [h2] Cacao [h2]
[…]

query

.

.

.

data-
to-text 
model plain answer

Aztec cuisine was the cuisine of the Aztec Empire and the Nahua peoples of 
the Valley of Mexico prior to European contact in 1519. Mexican cuisine is 
primarily a fusion of indigenous Mesoamerican cooking with European, 
especially Spanish, elements added after the Spanish conquest of the Aztec 
Empire in the 16th century. Chocolate played an important part in the 
history of Mexican cuisine.

OR

Fig. 1. Example of a query from the CAR dataset [6] and variants of outputs (struc-
tured or plain answers) obtained using a sequential DTT planning-based model.

natural language form [14,18,16] answers to open-domain questions. Most open-
domain QA approaches adopt the ”Retriever Reader” framework: the retriever
ranks candidate passages, then the reader constructs the response based on the
most relevant retrieved candidate [9,17,24]. Compared with open-domain QA,
answer generation to open-ended queries has two main specific issues: 1) all the
documents provided by the reader potentially contribute both as evidence and
source to generate the answer leading to difficulties in discriminating between
relevance and salience of the spans; 2) while most QA problems target a single-
span answer [22] included in one document, open-ended queries are characterized
by multiple facets [19,20] that could target a multiple-span answer.

Our objective is to generate an answer that covers the multiple facets of an
open-ended query using as input, an initial ranked list of documents. We basi-
cally assume that the list of documents cover the different query facets. A naive
approach would be to exploit text-to-text models [12,11]. However, we believe
that answering multi-faceted queries would require the modelling of structure
prior to generating the answer’s content1. To fit with this requirement, we adopt
a data-to-text (DTT) generation approach [10] that introduces the notion of
structure by guiding the generation with an intermediary plan aiming at de-
termining what to say on the basis of the input data. This intermediary step,
called content selection/planning, reinforces the factualness and the coverage of
the generated text since: 1) it organizes the data structure in a latent form to
better fit with the generated output, and 2) it provides a structure to the gen-
erated answer based on the elements of the initial data. Figure 1 presents an
example of a query from TREC Complex Answer Retrieval (CAR) dataset [6]
and the two variants of answers (plain answers, structured answers) generated

1 As outlined in the Swirl report [5], regarding the importance of structure in the
”Generation of Information Objects” (GIOs)
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by our proposed model trained respectively on two different train-test datasets
(See Section 3). To sum up, given a ranked list of documents relevant to a com-
plex information need, this work investigates the potential of content selection
and planning DTT generation models for single-turn answer generation.

2 A data-to-text approach for answer generation

In this section, we introduce the model used for generating natural language
answers to open-ended queries formulated by users while completing complex
search tasks. The designed model is driven by the intuition that the response
should be guided by a structure to cover most of the query facets. This prior
is modeled through a hierarchical plan which corresponds to a textual object
relating the structure of the response with multiple-level titles (titles, subtitles,
etc).

More formally, we consider a document collection D and a set Q × A × P
of query-answer-plan triplets, where q ∈ Q refer to queries, answers a ∈ A the
final response in natural language provided to the user and plans p ∈ P repre-
sent the hierarchical structure of answers a. All documents d, queries q, answers
a are represented by sets of tokens. For modeling the structure of plans p, we
use p = {h1, ..., hi, ..., h|p|} where hi represents a line in the plan expressing a
heading (title, subtitles, etc.). The hi are modeled as sets of tokens.

Given a query q and a document collection D, our objective is to generate
an answer a. To do so, we follow the ”Retriever Generator” framework in which:
1) a ranking modelMret retrieves a ranked list Dq of documents in response to
query q, where Dq = {d1q, . . . , dnq } and 2) a text generation model Mgen gener-
ates answer a given the retrieved list Dq and query q. As outlined earlier, the
challenges of our task mainly rely on aggregating information over the ranked
list of documents and generating a structured answer in natural language. Thus,
we fix the retrieval model Mret and focus on the generation model Mgen. The
latter exploits the DTT generation model based on content selection and plan-
ning [10]. To generate the intermediary plan p and the answer a, we rely on two
successive encoder-decoders (based on T5 [12] as the building-box model):
• The planning encoder-decoder encodes each document dq ∈ Dq concate-
nated with the query q and decodes a plan p. The training of such network is
guided by the auto-regressive generation loss:

Lplanning(q, p) = P (p|q,Dq) =

|p|∏
j=1

|hj |∏
k=1

P (hjk|hj,<k, q,Dq) (1)

where j and k point out resp. to the heading hj and the kth token hjk in heading
hj . hj,<k corresponds to the token sequence in heading hj before the kth token.
• The content generation encoder-decoder encodes each heading hp in the
plan p (generated by the planning encoder-decoder) concatenated with the em-
bedding of the document list Dq. The latter is obtained by the planning encoder-
decoder since the T5 model provides embeddings for both documents indepen-
dently and the set of documents. After the encoding, the network then decodes
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an answer a. The training is also guided by the auto-regressive generation loss:

Lanswer(q, a, p) = P (a|q, p,Dq) =

|a|∏
k=1

P (ak|a<k, q, p,Dq) (2)

where ak and a<k resp. express the kth token in answer a and the token sequence
of answer a before the kth token.

The final loss is then a combination of both auto-regressive losses:

L =
∑

{q,a,p}∈Q×A×P

Lplanning(q, p) + Lanswer(q, a, p) (3)

3 Evaluation Setup

Dataset. We selected the TREC CAR (Complex Answer Retrieval) 2017 corpus
[6]. This dataset includes: (1) queries - denoting complex search tasks with multi-
ple facets, (2) plans - expressing the different expected facets, and (3) paragraphs
extracted from English Wikipedia - corresponding to texts associated with plan
sections. The TREC CAR task consists of retrieving the paragraphs associated
to each plan section to build a structured answer combining both plan sections
and paragraphs. We used these structured answers as the final objective of our
generation model given the queries; and the plans as the structure prior. Due to
the structure prior constraint, we removed in the training set2 answers without
any plans. To compare the models abilities to generate structured answers, we
also evaluate a new form of expected answer (plain answers) where structure
is not taken into account. For this aim, we built a new dataset upon the ini-
tial TREC CAR dataset but only considering the paragraphs (without plans).
Thus, we obtain two versions of datasets (for structured answers and plain an-
swers) which both follow the original split of the TREC CAR dataset. Second,
for computational reasons, we reduced the number of entries in our training set
by considering only a half of Fold 0 of the original dataset. Also, due to the
memory constraints of generation models and the length of Wikipedia articles,
we reduced the document size by only keeping the first sentence of paragraphs.
Some statistics of the original dataset and our two adapted datasets are given
in Table 1.

Model variants and baselines. We implement two versions of our model3:
• Planning-seq: a sequential model where the planning module (Equation 1)
and the content generation module (Equation 2) are trained separately. At in-
ference, both modules are used sequentially.

2 The large train set was used for training, and the Y1 benchmark test set for testing.
3 code available at https://github.com/hanane-djeddal/

Complex-Answer-Generation/

Table 1. Statistics on the TREC CAR 2017 dataset and its adaptation for experiments.

Original dataset Structured answers Plain answers

Train Test Train Test Train Test
#answers 598 308 132 46 224 132 46 224 132
#tokens/answers 1376.48 5456.94 609.31 1724.63 449.21 1409.79
#headings/plan 6.10 17.69 6.22 17.69 - -

https://github.com/hanane-djeddal/Complex-Answer-Generation/
https://github.com/hanane-djeddal/Complex-Answer-Generation/
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Table 2. Effectiveness of the answer generation. In bold are the highest metric value
among the generation models (T5, Planning-seq, Planning-e2e).

# tokens Rouge-P Rouge-R Rouge-F BERTScore QuestEval
st
ru

c
tu

re
d

a
n
sw

e
rs

EXT 898.22 36.50 26.99 29.86 85.50 41.99
T5 126.25 76.19 08.41 14.25 84.95 39.06

Planning-seq 181.39 62.94 09.57 15.36 84.44 37.47
Planning-e2e 203.48 63.4 10.21 16.09 84.91 39.31

p
la
in

a
n
sw

e
rs

EXT 885.35 34.35 26.73 28.99 86.30 42.34
T5 110.62 78.05 09.24 15.48 85.51 39.89

Planning-seq 163.58 65.73 10.34 16.27 84.29 38.46
Planning-e2e 126.91 75.92 10.34 17.05 85.67 40.78

• Planning-e2e: the end-to-end version of our model (Equation 3). The con-
tent module is fed with the output embeddings of the planning module, and
document tokens.

Besides, we compare our models with two baselines: 1) the T5 model [12]
which is fine-tuned on each dataset, and 2) Ext, an extractive method where we
extract, for each sentence in the ground truth, a sentence in the input supporting
documents that maximizes the F1 score of BERTScore [23]. All models consider
for each topic a set of 10 relevant paragraphs ranked using BM25 as input.

Metrics. To evaluate the quality of the generation, we consider three well-known
metrics: 1) the ROUGE-L mid metric (Rouge-P, Rouge-R, Rouge-F) [8] mea-
suring the exact match between the generated and the reference texts, 2) the
BERTScore [23] (the F1 score is reported) which computes similarity between
the generated and the gold reference text embeddings, 3) the QuestEval [13]
framework which relies on question answering models to assess whether a sum-
mary contains all the source information: if the same questions are asked to the
generated and the reference texts, the produced answers should be consistent.

To evaluate the model’s ability to generate structure (namely the plans), we
use the METEOR score [3] capturing how well-ordered the output words are.

4 Results

We perform the experimental evaluations w.r.t. two objectives. First, we mea-
sure the effectiveness of the generated answers. Second, we provide a thorough
analysis of the generated plans.

Answer generation effectiveness. Table 2 reports the results of the different
settings and models used for generating answers. It is worth of recall that the
EXT baseline does not address the generation task and is built from the ground
truth leading to provide high value trends. With this in mind, we can outline
the following statements:
• Planning-based generation models are competitive regarding the T5 generation
baseline: our models allow to generate longer answers (avg. 200 tokens), thus
increasing the recall metric (Rouge-R). The smaller precision (76.19 for T5, up
to 63.4 for our models) does not hinder the semantic content of the answer (see
BERTScore and QuestEval values which are very close to the EXT metrics).
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Table 3. Analysis of the intermediate and final plans (resp. noted IP and FP) in our
sequential and end-to-end planning-based models for the structured answers setting.

#tokens #heading depth Rouge-P Rouge-R Rouge-F BERTScore Meteor
T5 FP 1.41 2.24 1.14 39.89 04.69 07.69 77.40 3.24

Planning-seq
IP 1.83 4.42 1.45 31.20 8.29 11.51 81.25 5.97
FP 1.88 4.11 1.45 31.31 7.93 11.03 80.49 5.55

Planning-e2e
IP 1.57 3.37 1.15 35.15 07.34 11.12 81.21 5.51
FP 1.64 3.27 1.16 34.79 06.38 09.78 80.70 4.71

This suggests that our models are able to generate answers with the adequate
content, even if noisy at some points.
• One can see the general trend towards higher metrics for all models in the
plain answers setting compared to the structured answers setting (e.g. Rouge-
P reaching up to 78.05 vs. 76.15) over all models. The plain answers setting
is less difficult since the expected answer is not structured (only composed of
paragraphs); evaluation metrics are higher since the gold reference is not based
on both plans and paragraphs (as in the structured answers setting). In the
plain answers setting, our models are most effective (with an advantage for
Planning-e2e with, for instance 17.05 Rouge-F vs. 15.48 for T5). Even if the
plain answers setting does not expect plans in the final answer, our models
generate an intermediary plan that guides the answer generation. In contrast, T5
directly generates the answer. This reinforces our intuition about the importance
of structure prior for generating an answer to a complex information need.
• Our end-to-end model seems more effective than the sequential one (e.g., resp.
40.78 vs. 38.46 for the QuestEval metric), suggesting the relevance of guiding
the learning of the planning encoder-decoder by the answer generation task.

Analyses of the generated plans. To get a deeper understanding of our model
behavior regarding the structure prior, we analyze the plans generated by the dif-
ferent encoder-decoders: the intermediate one provided by the planning encoder-
decoder and the final one included in the final answer after the generation
encoder-decoder (we simply extracted headings of the structured answer - red
and blue lines in Figure 1). We report in Table 3 the different evaluation metrics
presented in Section 4 to measure the quality of plans and add some plan statis-
tics (the average number of tokens for each plan section - #token; the number
of generated plan sections by query -#heading; the mean depth of plan sections
i.e i of hi -depth). Comparison of intermediate and final plans obtained by our
models with the final one generated by T5 highlights that: 1) our plans are
longer and more complex (more tokens by plan section - up to 1.83 in average,
more and deeper headings - up to 4/5 headings in average), 2) our plans gen-
erally cover more facets (higher recall), in correct order (higher Meteor) with
a better relevant semantics (higher BERTScore). The lowest precision (up to
35.15 vs. 39.89 for the T5) might be explained by the plan sizes. Moreover, the
comparison of intermediate vs. final plans underlines a general trend towards
lower quality of plans in the final step (e.g., 11.51 vs. 11.03 for Planning-seq in
terms of Rouge-F). But the previous discussion on answer effectiveness, and the
higher performance of our models regarding T5) suggests that there is a balance
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to reach between raw text and plan generation and that the structure prior is
however highly beneficial for generating a good answer.

5 Conclusion

Traditionally, IR approaches solving complex information needs focused on lever-
aging multi-turn interactions to provide optimal rankings of candidate docu-
ments at each turn. In this paper we have suggested alternative retrieval models
that do not rely on the interactive updating of queries and document rankings
as answers. We suggest one such alternative approach can be found using data-
to-text generation models to generate in a single-turn, a natural language and
structured answer. Experimental evaluation of a planning-based DTT model us-
ing the TREC CAR dataset shows the potential of our intuition. We believe that
our work opens up novel areas of investigation including answer generation and
explanation in conversational systems for IR.
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