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Preface

OpenSHMEM is a portable specification API that implements a partitioned global
address space (PGAS) programming model that focuses on low-latency one-sided com-
munication across nodes within a system. OpenSHMEM is a modern derivative of the
SGI SHMEM API, originally developed by Cray Research, Inc., for efficient program-
ming of large-scale systems. Because of its strong following, Open Source Software
Solutions, Inc. (OSSS) was licensed to drive a specification called OpenSHMEM that
has portable implementations among vendors, research laboratories, and academia. The
OpenSHMEM and Related Technologies Workshop (OpenSHMEM Workshop) was
established in 2014 when OpenSHMEM 1.1 was released to the community and has
enjoyed success in being the main workshop where users, vendors, and researchers
share their experiences and publish their latest results. The community has developed
the specification to version 1.5, adding new features such as teams to group together sub-
sets of processing elements (PEs), non-blocking atomic memory operations (AMOs),
and a profiling interface.

This year’s workshop (OpenSHMEM2021) included topics ranging from new appli-
cations, benchmarks, and libraries experiences to new OpenSHMEM implementations
on novel hardware, programming models, and low-level communication framework
extensions. The workshop agenda can be found at http://www.openshmem.org/worksh
ops/openshmem2021/program.html. This year’s keynotes included talks on Bale 3.0, a
collection of applications with many-to-many communication patterns; NVSHMEM,
an implementation of OpenSHMEM for NVIDIA accelerators; the latest advances of
Chapel, an asynchronous PGAS programming language developed by Cray, which now
supports multi-resolution aggregated communication to improve the message rates of
applications; and Arkouda, a Chapel application that provides Python interfaces to key
NumPy and Pandas operations for data science applications.

This book constitutes the proceedings of the 6th OpenSHMEM and Related Tech-
nologies Workshop. The conference was held virtually and organized by Los Alamos
National Laboratory, having 102 attendees from around the world. In total, 12 papers
were selected from the 18 submissions (66% acceptance rate) and presented at the work-
shop. The Technical ProgramCommitteemembers and the chairs reviewed all the papers
submitted to the workshop. The papers were organized as follows: Applications and
Implementations; Tools and Benchmarks; and ProgrammingModels and OpenSHMEM
Extensions.
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