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Abstract. The emergence of synthetic media such as deep fakes is considered to 
be a disruptive technology shaping the fight against cybercrime as well as ena-
bling political disinformation. Deep faked material exploits humans’ interper-
sonal trust and is usually applied where technical solutions of deep fake authen-
tication are not in place, unknown, or unaffordable. Improving the individual’s 
ability to recognise deep fakes where they are not perfectly produced requires 
training and the incorporation of deep fake-based attacks into social engineering 
resilience training. Individualised or tailored approaches as part of cybersecurity 
awareness campaigns are superior to a one-size-fits-all approach, and need to 
identify persons in particular need for improvement. Research conducted in 
phishing simulations reported that persons with educational and/or professional 
background in information technology frequently underperform in social engi-
neering simulations. In this study, we propose a method and metric to detect over-
confident individuals in regards to deep fake recognition. The proposed overcon-
fidence score flags individuals overestimating their performance and thus posing 
a previously unconsidered cybersecurity risk. In this study, and in line with com-
parable research from phishing simulations, individuals with IT background were 
particularly prone to overconfidence. We argue that this data-driven approach to 
identifying persons at risk enables educators to provide a more targeted educa-
tion, evoke insight into own judgement deficiencies, and help to avoid the self-
selection bias typical for voluntary participation. 
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1 Introduction 

In times of ever increasing Cyber Security (CS) threats and evolving CS defence tech-
nology, the resource-intensive arm’s race between those intending to exploit techno-
logical weaknesses and those dedicated to protecting them, often leads to attack vectors 
circumventing technological defence structures by applying social engineering tech-
niques. According to recent surveys, up to 98% of all cyberattacks in 2020 were social-
engineering-enabled [1], with increasing tendencies [2, 3]. The term Social Engineering 
has been defined as “any act that influences a person to take an action that may or may 
not be in their best interest” [4, 5]. Cybercriminals consider the exploitation of stable 
human traits such as interpersonal trust, agreeableness and conscientiousness [6] as 
cheap, sufficiently reliable and sufficiently riskless to exploit. They do this by applying 
well established tactics of persuasion [7], such as social proof or reciprocity, depending 
on the target [8].  

Persuasion tactics often aim to induce an emotional reaction (e.g. a sense of urgency, 
relatedness, compassion, sadness, fear, responsibility or duty) in the target. This will 
make them direct their attention towards internal processes such as the significance of 
emotional reactions or gut-feelings that lead to impulsive decision-making [9]. When 
attention is directed inwards, less attentional resources are directed externally to criti-
cally examine the details of the persuasion attempt, such as whether the information 
that is presented is plausible and warrants immediate action. One such example could 
be a cybercriminal pretending to be a relative or the superior of a target person while 
contacting them through a fake email or a fake profile on social media. The cybercrim-
inal might be claiming that they are in trouble and that there is an urgent need for the 
target to transfer money from the company account or their own, to an account provided 
by the cybercriminal. If the cybercriminal is successful in instilling a sense of urgency 
in the target then the target may act without considering the scenario’s actual probabil-
ity. With the vast majority of cybercrime entailing some type of Social Engineering, 
and with political messaging relying on the spread of fake news that is often emotion-
ally-laden, new and potentially disruptive technologies such as synthetic media (e.g. 
deep fakes (DF)) have raised attention both in the forensic as well as the political do-
main [10].  

DF technology provides cybercriminals with a unique opportunity to impersonate 
other individuals with a degree of realism that is hard to falsify with human eyes [11, 
12]. In a Social Engineering context, this is (broadly) achieved through 1) manipulating 
the facial expressions, lip movements, and voice of an individual that is known to the 
target by using DF technology on an existing video, 2) recording oneself while swap-
ping faces with an individual that is known to the target, or 3) some combination of the 
two methods. In other words, DFs can be used in a Social Engineering attack through 
manipulation of facial expression or facial identity [13, 14]. The associated cost of DF 
scams was estimated to exceed 250 million USD in 2020 [15]. With the continuously 
increasing sophistication of AI-generated DF technology, the defence technology re-
quired to effectively detect and flag DFs may already be too advanced to be used by 
individuals from non-technical backgrounds [12, 16]. Social Engineering is more ef-
fective when aimed at unprepared and unaware individuals thus making them richer 



 

 

targets for Social Engineering attacks. Targeting unsuspecting victims with low levels 
of awareness of technological aids may effectively render technological solutions irrel-
evant in contexts where they are unknown, unavailable, or not likely to be applied by 
the user.   

The lack of technological solutions in settings where DFs are most likely to occur 
highlights an urgent demand for education of users across societal settings and should 
therefore be integrated in future CS awareness training programs. It has been argued 
that, just as in other educational contexts, CS awareness training must follow individu-
alised approaches to be most efficient [17, 18]. This tailored approach is required to 
avoid that participants are unmotivated due to inappropriate demands and difficulty 
levels. Comprehensive research efforts to map individual and cognitive-emotional fac-
tors affecting susceptibility to- and resilience against Social Engineering attacks have 
only recently started to emerge [19]. To successfully incorporate Social Engineering 
and DF detection skills in individualised CS awareness training, research must first 
address the current unanswered questions related to understanding how individual dif-
ferences and related cognitive processes influence Social Engineering and particularly 
DF detection skills. The answers to these questions will be the basis for developing 
individualised approaches targeting cognitive processes on various levels. We argue 
that understanding trait-like precursors of underperformance in DF recognition can in-
form educational programs in CS awareness by identifying persons in need of feedback 
and particular attention. Consequently, these precursors may complement or to some 
extent, even substitute self-reported perceived competence and the self-selection to 
training schemes. 

Metacognition is the cognitive ability to observe (or be aware of) one's own internal 
processes, such as thoughts and emotions, through two processes: (1) having 
knowledge about cognition and (2) how to regulate cognition [20]. Metacognitive 
awareness and accuracy vary between individuals, and may be a common denominator 
in both an individual’s ability to be aware of- and think critically about their emotional 
and cognitive reactions during a Social Engineering attack. As well as possessing the 
requisite amount of self-knowledge about how accurately they are able to evaluate their 
ability to detect DFs. Previous research shows that having a technical or non-technical 
professional background does not differentiate susceptibility to phishing attacks. Even 
when having relevant education and coming from an Information Technology (IT) 
background, people are still overconfident in their abilities to detect Social Engineering 
attacks such as phishing emails [21, 22]. The non-differential ability of individuals with 
and without IT backgrounds to detect Social Engineering attacks may in part be ex-
plained by a lack of cognitive involvement, influenced by overconfidence rather than 
lacking detection abilities [22]. This matters because decisions in risky and uncertain 
situations are made based on a self-assessment of one’s own perceived mastery, and 
not on actual performance which can only be known after the action has been performed 
and where there is the chance to receive an objective feedback on the outcomes.  

There is a growing field of CS research on human-machine and human-human in-
teractions in cyber-physical contexts (in the Hybrid Space) [23] aiming to improve de-
cision-making that is based on how humans perceive and communicate their awareness 
of cyber threats. This research indicates that self-regulation and metacognitive skills 



 

 

are predictors of performance in such hybrid contexts [24-26]. While metacognitive 
awareness may allow individuals to detect when they are having emotional and cogni-
tive reactions to DF-mediated Social Engineering attacks, self-regulation skills may al-
low individuals to divert attention away from the internal processes and towards critical 
examination of details such as DF artefacts. An individual with good metacognitive 
skills that knows their limitations may be more prone to seek out assistance or relevant 
information rather than making decisions based on an insufficient information basis. 
Conversely, people with lower levels of metacognition may not accurately judge their 
abilities to detect DF-mediated Social Engineering attacks, which may lead to overcon-
fidence, thus being unprepared and at increased risk for victimisation. While metacog-
nition has been researched extensively for performance in a cyber context in recent 
years, few studies have looked at metacognition (the confidence into one’s performance 
and into the accuracy of one’s self-assessment) in Social Engineering attacks. They find 
that participants can accurately judge legitimate emails, but the same participants dis-
played overconfidence in assessing phishing emails [27]. Accurate confidence judg-
ments were only weakly associated with phishing identification [28]. 

This study investigated the role of metacognition in identifying DF social engineer-
ing attacks. We suggest the calculation of an overconfidence score may allow for the 
elimination of self-selection effects to cybersecurity awareness education, to ensure that 
training is delivered where it is needed most, and not only to those that are least confi-
dent. We hypothesise that overconfidence can have detrimental effects on DF recogni-
tion and that overconfidence is particularly pronounced in persons with IT-
Backgrounds and self-reported IT-affinity. 

• Hypothesis 1 (H1): IT background and/or self-reported IT-affinity are not associated 
with higher DF recognition skills. 

• Hypothesis 2 (H2): IT background and/or self-reported IT-affinity are associated 
with higher perceived DF recognition skills. 

2 Methods 

2.1 Design 

Data collection was done via the online platform Google Forms. All questions and in-
structions were presented in English. On the first page of the form, participants received 
instructions about the nature and purpose of the study. Upon study commencement, 
demographic information regarding participant characteristics were collected. Partici-
pants were asked to indicate whether they were using a PC, tablet, or smartphone, as 
well as their age, gender, country of residence, and level of educational attainment rang-
ing from not having attended any education up to doctoral-level education. To collect 
information about IT and non-IT backgrounds, participants were asked to indicate 
whether they currently or previously worked in IT, or had received any formal IT edu-
cation, and to indicate whether they previously or currently worked in CS/IT security. 
Participants also answered questions regarding their affinity to technology, prior DF 



 

 

knowledge and experience, and were asked to estimate their DF recognition skill level, 
the confidence they had in their skill level estimates, and how well they would perform 
on a DF recognition task. They were also asked to provide a number from 0 to 10 of 
how many clips they expected to correctly classify if shown 10 short clips that were 
either authentic or fake. Participants were also tested in the Group Embedded Figures 
Test which will be reported elsewhere. After all baseline information was collected, 
participants were taken to the task page in the online form. On the task page they were 
presented with 21 short videos where six of the videos were authentic and 15 of the 
videos were DFs. All clips were on average 15 seconds long and were retrieved from 
publicly available databases (github.com; kaggle.com). Participants were instructed to 
view each clip only once and DF videos were presented first. For each clip they rated 
if the video was authentic or faked. For each clip they rated as fake or authentic they 
were also asked to rate how certain they were about their individual judgements. After 
they finished rating the videos they were asked again to rate their DF recognition skills 
and how confident they were in their opinion about their skills. After finishing the 
study, participants were given the opportunity to express their opinions about how it 
was to participate, and also provide feedback for improvement. Participants were given 
a maximum of 55 minutes to complete the study including answering the question-
naires. A timer showing how much time they had left to complete the form was visible 
at the top of the page at all times. The average response time was approximately 20 
minutes. 

2.2 Questionnaires 
Affinity for Technology Interaction (ATI) Scale. The ATI scale [29] was used to 
assess individual differences in affinity for interacting with technology. The ATI scale 
presents participants with nine statements about their technology habits such as “When 
I have a new technical system in front of me, I try it out intensively” and “It is enough 
for me to know the basic functions of a technical system”. The statements are judged 
on a 6-point scale, with responses ranging from ‘Completely disagree’ to ‘Completely 
agree’. Reliability for the ATI was acceptable (Cronbach’s ɑ = .60). 
Confidence in Abilities (CIA) Scale. To assess how confident participants were in 
their DF recognition abilities, the CIA questions were asked prior to and after the DF 
recognition task. The CIA scale asks participants to estimate confidence in their abili-
ties on a 6-point scale ranging from ‘Very Good’ to ‘Very Poor’. Prior to the DF recog-
nition task, participants were asked “How would you rate your skills to recognise deep 
fakes?”. After the DF recognition task, participants were asked “How would you rate 
your skills to recognize deep fakes now?”. Very high CIA scores and poor actual DF 
recognition performance indicate overconfidence, perhaps due to low metacognitive 
awareness and resulting metacognitive inaccuracy. Very low scores and good DF 
recognition performance indicate underconfidence due to low metacognitive awareness 
and accuracy. Judgement scores that match performance indicate good metacognitive 
awareness and accuracy 
Judgement of Confidence (JOC) Scale. JOC questions were used prior to and after 
the DF recognition task. The JOC scale asks participants to judge how accurate they 
think their confidence in their abilities are on a 6-point scale ranging from ‘Very Good’ 



 

 

to ‘Very Poor’. Prior to the DF recognition task and following the CIA ratings, partici-
pants were asked “How confident are you that your rating above in which you describe 
your deep fake recognition skills, is accurate?”. After the DF recognition task and fol-
lowing the CIA ratings, participants were asked “How confident are you about this 
opinion about your recognition skill?”.  
Certainty in Video Rating (CIVR) Score. To assess participants’ certainty about in-
dividual video ratings during the DF recognition task, participants were asked for each 
video they judged to also rate how certain they were about each ratings on a 4-point 
scale ranging from ‘Very unsure’ to ‘Very sure’. This requires processing of task diffi-
culty, thus representing a task-oriented judgement of performance. Certainty in DF rat-
ings were averaged as a CIVR DF score. Certainty in authentic ratings were averaged 
as a CIVR Real score. Total certainty ratings were averaged as a CIVR Overall score. 
Overconfidence Scale (OCS). OCS was computed using the following formula: 
 

𝑂𝑂𝑂𝑂𝑂𝑂 =
�𝐶𝐶𝐶𝐶𝐶𝐶 𝑃𝑃𝑃𝑃𝑃𝑃 ×  100

6 � + 1
% of correct ratings + 1

 

 
To avoid dividing by zero, a constant (+1) was added on both sides of the fraction. 
Because the pre-task CIA score is divided by correct ratings, CIA estimates that were 
correct returned an OCS score of 1, while any CIA score that overestimated DF detec-
tion abilities returned an OCS score above 1. Thus, any OCS score above 1 represents 
an overconfidence in DF detection abilities. Likewise, values below 1 indicate an un-
derestimation of detection skills. 

2.3 Participants, recruitment, and ethical considerations 

     A total of 247 participants (92 females; 37.2%) were recruited via the online plat-
form Amazon mTurk and financially compensated for their time. This study complies 
with the Declaration of Helsinki and is in line with the Recommendations for the Con-
duct, Reporting, Editing and Publication of Scholarly Work in Medical Journals. In-
formed consent was obtained from all participants prior to the study and they were all 
briefed about the purpose of the study prior to participation. Information was given to 
participants that they could withdraw from participation at any time. Participation was 
completely anonymous; neither IP address nor any personal information that could lead 
to identification of participants was registered. No methods of deception were applied 
in the study and all participants were informed that some of the videos would be faked. 

2.4 Data reduction and analysis.  

     Participant characteristics were summarised as means (M) and standard deviations 
(SD) for continuous variables and number (count) and percentage (%) for ordinal vari-
ables and presented in tables. Visual inspection of variables showed that they were not 
normally distributed. Non-parametric tests were therefore used in all subsequent anal-
yses.  



 

 

Kruskal-Wallis H test was used to assess relationships between ordinal variables and 
DF detection skills. Results were reported as H statistics (degrees of freedom), p-values, 
and η2 (effect size). Dunn’s Post-hoc test with Bonferroni adjustment was used to as-
sess between-group differences. Results of post hoc tests were reported as Z statistics 
and Bonferroni adjusted p-values. Spearman correlations were performed to assess re-
lationships between continuous variables and DF detection skills. Results were reported 
as Spearman’s rho (⍴) and p-values and presented in a table. Separate linear regressions 
were performed for significant correlations. 
     In the first part of the analysis, Kruskal-Wallis tests were used to assess the relation-
ships between IT and CS Background (grouping variables) and DF recognition perfor-
mance (outcome variables). Spearman correlations were used to assess the relationship 
between ATI scale score and DF recognition performance. Additional Kruskal-Wallis 
tests were performed for IT and CS background with DF recognition performance (out-
come variables) while weighting on ATI scores to see if technology affinity affected 
results. In the second part of the analysis, Kruskal-Wallis tests were used to assess dif-
ferences in CIA, JOC, CIVR, and OCS scores (outcome variables) between IT/non-IT, 
and CS/non-CS groups (grouping variables). Spearman correlations were used to assess 
the relationship between ATI scale score and CIA, JOC, CIVR, and OCS scores. Ad-
ditional Kruskal-Wallis tests were performed for IT and CS background with CIA and 
JOC scores (outcome variables) while weighting on ATI scores to see if technology 
affinity affected results. In the third part of the analysis, Kruskal-Wallis tests were used 
to assess differences in DF recognition performance, CIA, JOC, CIVR, and OCS scores 
between genders. Interval plots were generated for DF task performance, CIA scores, 
and OCS scores between IT and non-IT professionals and between genders and pre-
sented in tables. α level was set to .05 for all comparisons. All analyses were performed 
using JASP v0.16 [30]. 

3 Results 

3.1 Participant characteristics 
Sample background statistics can be found in Table 1.  

Table 1. Sample characteristics (N = 247). 

Demography  Count (%) IT background and Device used  Count (%) 

Male 155 (62.7) IT professional 214 (86.6) 
Higher education 216 (87.5) CS professional 193 (78.1) 
Country  Familiar with DF term 218 (88.2) 
USA 120 (48.5) Have seen a DF  214 (86.6) 
India 104 (42.1) Device used  
Other  23 (9.3) PC 233 (94.3) 
  Tablet 7 (2.8) 
  Smartphone 6 (2.4) 

Notes. IT = Information technology. CS = Cyber security. DF = Deep fake. 



 

 

3.2 Descriptive statistics 

Descriptive statistics for age, scale and test scores for IT and non-IT professionals, 
males and females, and for the total sample can be found in Table 2.  

Table 2. Descriptive Statistics (N = 247). 

 
 

 IT Non-IT Male Female Total 

Variables M SD M SD M SD M SD M SD 

Age 34.2 10.3 40.8 13.4 35 11.1 34.9 10.6 35  10.9 

ATI Scale  3.9 0.4 3.9 0.4 3.9 0.5 3.9 0.5 3.9  0.5 
CIA Pre task 4.3 1.0 3.5 1.2 4.3 1.0 4.1 1.2 4.2  1.1 
CIA Post task 4.4 1.0 3.8 1.2 4.5 0.9 4.1 1.2 4.4  1.0 
JOC Pre task 4.5 1.0 4.5 1.2 4.6 1.0 4.4 1.2 4.5  1.0 

JOC Post-task 4.6 1.0 4.4 0.9 4.7 0.9 4.4 1.1 4.6  1.0 

CIVR DF 2.9 0.3 2.9 0.4 2.9 0.3 2.9 0.3 2.9  0.3 

CIVR Real 2.9 0.3 3.0 0.5 2.9 0.3 2.9 0.4 2.9  0.4 

CIVR Overall 2.9 0.3 3.0 04 2.9 0.3 2.9 0.3 2.9  0.3 

OCS 1.7 5.7 1.2 0.8 1.8 6.7 1.2 0.6 1.6 5.3 

DF rated real (%) 28.5 20.1 31.3 21.3 30 20.1 26.9 20.7 28.9  20.3 

Real rated DF (%) 71.2 27.8 76.7 19.9 72.6 26.5 70.9 27.6 72  26.9 
Correct ratings (%) 59.2 16.7 55.6 14.9 57.7 16.6 60.3 16.8 58.7  16.7 

Notes. DF = Deep fake. ATI = Affinity for technology interaction. CIA = Confidence in abilities. 
JOC = Judgment of confidence. Pre task = Pre DF task. Post task = Post DF task. CIVR = Certainty 
in video rating. OCS = Overconfidence score.  



 

 

Table 3. Descriptive Statistics and Spearman Correlations (ρ) (N = 247) 

  

Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. Age —             

2. Correct ratings .095 —            

3. Real rated DF -.181** -.489*** —           

4. DF rated real -.017 -.872*** .038 —          

5. ATI .211*** .090 -.108 -.042 —         

6. CIA Pre .027 .015 -.117 .058 .145* —        

7. CIA Post .040 -.038 -.166** .124 .138* .652*** —       

8. JOC Pre -.150* -.089 -.056 .152* .233*** .466*** .461*** —      

9. JOC Post -.078 -.094 -.092 .170** .160* .359*** .451*** .561*** —     

10. CIVR Overall .126* -.033 -.038 .057 .460*** .185** .253*** .292*** .213*** —    

11. CIVR Real .061 -.100 .064 .075 .350*** .204** .205** .229*** .182** .840*** —   

12. CIVR DF .132* -.010 -.069 .047 .464*** .168** .260*** .282*** .201** .969*** .708*** —  

13. OCS -.100 -.699*** .661*** .287*** .033 .632*** .292*** .381*** .292*** .076 .169** .101 — 

Notes. All correlations are 2-tailed. * p < .05. ** p < .01. *** p < .001.  
DF = Deep fake. ATI = Affinity for technology interaction scale. CIA = Confidence in Abilities score. JOC = Judgement of confidence.  CIVR = Certainty in video rating. OCS = Overconfidence 
score. 

             



 

 

H1: IT background and/or self-reported IT-affinity are not associated with 
higher DF recognition skills. 

Spearman correlations for age, and scale and test scores can be found in Table 3. To 
test the hypothesis that IT background (H1) does not influence DF recognition skills, 
Kruskal-Wallis tests were performed using IT and CS background as grouping varia-
bles and DF performance variables as outcomes. Spearman correlations were per-
formed on ATI scores and DF recognition variables. All correlations can be found in 
Table 3. There were no significant differences in DF recognition (DF videos rated as 
authentic) for IT and non-IT (H = 0.08(2), p = .774, η2 = -.003) or CS and non-CS 
professionals (H = .21(1), p = .649, η2 = -.003).  

There were no significant differences in rate of false positives (authentic videos rated 
as DFs) for IT and non-IT (H = 0.22(1), p = .638, η2 = -.003) or CS and non-CS profes-
sionals (H = 0.42(1), p = .519, η2 = -.002). There were no significant differences in 
overall DF task performance (correct ratings) for IT and non-IT (H = 1.41(1), p = .234, 
η2 = .001) or CS and non-CS professionals (H = 0.09(1), p = .769, η2 = -.003). ATI 
score was not associated with DF recognition (⍴ = -.042, p = .509), false positive ratings 
(⍴ = -.108, p = .092), or overall DF task performance (⍴ = .090, p = .159). Figure 1 
shows interval plots for DF detection performance between IT and non-IT- and CS and 
non-CS professionals. 

 

 
Figure 1: Interval plots for DF detection performance between IT and non-IT professionals. a IT 
background. b CS background.  

 
The Kruskal-Wallis test was repeated using IT and CS background as grouping var-

iables and DF performance variables as outcomes while weighting on ATI scores. This 
did not affect results.  

 
H2: IT background and/or self-reported IT-affinity are associated with higher  
perceived DF recognition skills. 
 



 

 

CIA scores and IT background. To test the hypothesis that IT background influ-
ences belief in DF recognition abilities (H2), Kruskal-Wallis tests were performed using 
IT and CS backgrounds as grouping variables and pre-task and post-task CIA scores as 
outcome variables. Spearman correlations were performed for ATI scores and pre- and 
post-task CIA scores (Table 3). There was a significant difference in pre-task CIA 
scores for IT (H = 9.53(1), p = .002, η2 = .034) and CS backgrounds (H = 14.84(1), p < 
.001, η2 = .064). Dunn’s post hoc test showed that there was a significant difference 
between IT and non-IT professionals (z = 3.09, p = .001), and CS and non-CS profes-
sionals (z = 3.85, p < .001) with professionals having higher pre-task CIA scores than 
non-IT and non-CS professionals. There was a significant difference in post-task CIA 
scores for IT (H = 8.08(1), p = .004, η2 = .028) and CS backgrounds (H = 13.10(1), p < 
.001, η2 = .049). Dunn’s post hoc test showed that there was a significant difference 
between IT and non-IT professionals (z = 2.84, p = .002), and CS and non-CS profes-
sionals (z = 3.61, p < .001) with professionals having higher post-task CIA scores than 
non-IT and non-CS professionals.  

ATI scores were positively associated with pre-task CIA (⍴ = .145, p = .023) and 
post-task CIA (⍴ = .138, p = .031) scores (⍴ = .160, p = .012). Post-task CIA was neg-
atively associated with rating DFs as real (⍴ = -.666, p = .009). 

Linear regression analysis showed that ATI was a significant predictor of pre-task 
CIA score (β = .136, p = .034, R2

Adj = .014, F = 4.55) but not post-task CIA scores. 
Additional Kruskal-Wallis tests using IT and CS backgrounds as grouping variables 

and CIA scores as outcome variables while weighting on ATI scores did not affect 
results. 

JOC scores and IT background. Kruskal-Wallis tests were performed using IT and 
CS backgrounds as grouping variables and pre-task and post-task JOC scores as out-
come variables. Spearman correlations were performed for ATI scores and pre- and 
post-task JOC scores (Table 2). There was not a significant difference in pre-task JOC 
scores for IT and non-IT (H = 0.02(1), p = .891, η2 = -.004) and CS and non-CS pro-
fessionals (H = 3.70(1), p = .055, η2 = .011). There was a significant difference in post-
task JOC scores for CS and non-CS (H = 5.50(1), p = .019, η2 = .018) backgrounds, but 
not for IT and non-IT backgrounds (H = 1.59(1), p = .207, η2 = .002). Dunn’s post hoc 
test showed that there was a significant difference between CS and non-CS profession-
als (z = 2.34, p = .009) with CS professionals having higher post-task JOC scores than 
non-professionals.  

ATI scores were positively associated with pre-task JOC (⍴ = .233, p < .001) and 
post-task JOC scores (⍴ = .160, p = .012). Post-task JOC scores was positively associ-
ated with rating DFs as real (⍴ = .152, p = .017). Linear regression analysis showed that 
ATI was a significant predictor of pre-task (β = .185, p = .004, R2

Adj = .030, F = 8.65) 
and post-task JOC scores (β = .160, p = .012, R2

Adj = .021, F = 6.34). 
Additional Kruskal-Wallis tests using IT and CS backgrounds as grouping variables 

and JOC scores as outcome variables while weighting on ATI scores did not affect 
results. 

CIVR scores and IT background. Kruskal-Wallis tests were performed using IT 
and CS backgrounds as grouping variables and CIVR scores as outcome variables. 



 

 

Spearman correlations were performed for ATI scores and CIVR scores (Table 3). Sig-
nificant differences in CIVR DF scores were found for CS and non-CS groups (H = 
13.38(1), p < .001, η2 = .050) but not for IT and non-IT groups (H = 0.68(1), p = .410, 
η2 = -.001). Dunn’s post hoc test showed that CS professionals scored significantly 
lower on CIVR DF ratings than non-professionals (z = -3.658, p < .001). There was not 
a significant difference in CIVR Real scores for IT and non-IT professionals (H = 
.45(1), p = .500, η2 = -.002) or CS and non-CS (H = 3.69(1), p = .055, η2 = .010) 
professionals. There was not a significant difference in CIVR Overall scores for IT and 
non-IT (H = 1.53(1), p = .216, η2 = .002) professionals. There was a significant differ-
ence in CIVR Overall scores for CS and non-CS (H = 13.17(1), p <.001, η2 = .049) 
professionals. Dunn’s post hoc test showed that CS professionals scored significantly 
lower on CIVR Overall scores than non-professionals (z = -3.63, p < .001).  

ATI scores were positively associated with CIVR DF scores (⍴ = .464, p < .001), 
CIVR Real scores (⍴ = .350, p < .001), and CIVR Overall scores (⍴= .460, p < .001). 
CIVR scores were not associated with DF task performance variables. 

Linear regression analysis showed that ATI was a significant predictor of CIVR DF 
scores (β = .392, p = < .001, R2

Adj = .151, F = 44.41), CIVR Real scores (β = .287, p < 
.001, R2

Adj = .079, F = 21.89), and CIVR Overall scores (β = .379, p < .001, R2
Adj = .140, 

F = 40.85). 
Additional Kruskal-Wallis tests using IT and CS backgrounds as grouping variables 

and CIVR scores as outcome variables while weighting on ATI scores did not affect 
results. 

OCS scores and IT background. Kruskal-Wallis tests were performed using IT and 
CS backgrounds as grouping variables and OCS as outcome variable. Significant dif-
ferences in OCS scores were found for CS and non-CS groups (H = 5.56(1), p = .018, 
η2 = .018) but not for IT and non-IT groups (H = 2.06(1), p = .151, η2 = .004). Dunn’s 
post hoc test showed that CS professionals scored significantly higher on OCS than 
non-professionals (z = 2.36, p = .009). Figure 2 shows interval plots for DF task per-
formance and OCS scores between IT and non-IT professionals. Figure 3 shows inter-
val plots for DF task performance and OCS scores between CS and non-CS profession-
als. 

 
Figure 2: Interval plots for DF task performance and OCS scores between IT and non-IT profes-
sionals. a DF task performance. b OCS score. An OCS score > 1 means overestimation of DF 
detection skills; an OCS score < 1 means underestimation of DF detection skills. 



 

 

 

 
Figure 3: Interval plots for DF task performance and OCS scores between CS and non-CS pro-
fessionals. a DF task performance. b OCS score. An OCS score > 1 means overestimation of DF 
detection skills; an OCS score < 1 means underestimation of DF detection skills. 

Additional Kruskal-Wallis tests using IT and CS backgrounds as grouping variables 
and OCS scores as outcome variable while weighting on ATI scores did not affect re-
sults. 

Gender differences. Kruskal-Wallis tests for differences in CIA scores, JOC scores, 
CIVR scores, DF task performance scores, and OCS scores for genders showed that 
there was only a significant difference for post-task CIA (H = 5.94(1), p = .015, η2 = 
.020) and post-task JOC scores (H = 5.28(1), p = .022, η2 = .017). Dunn’s post hoc test 
showed that males had higher scores than females on post-task CIA (z = 2.43, p = .007) 
and JOC (z = 2.29, p = .011) scores. 

Additional Kruskal-Wallis tests using gender as grouping variable and OCS scores 
as outcome variable while weighting on ATI scores did not affect results. Figure 4 
shows interval plots for OCS and DF Task performance between genders. 

 

 
Figure 4: Interval plots for OCS and DF task performance between genders. a OCS score. An 
OCS score > 1 means overestimation of DF detection skills; an OCS score < 1 means underesti-
mation of DF detection skills. b DF task performance.  



 

 

4 Discussion 

Developing skills that make individuals resilient against Social Engineering attacks 
requires individualised approaches to be effective [17]. However the field of research 
inquiring about the cognitive factors influencing individual Social Engineering suscep-
tibility is currently in its infancy [19]. Recent research indicates that having relevant 
education or an IT background is not a protective factor against Social Engineering [21, 
22]. It has been suggested that cognitive factors prevent targets of Social Engineering 
from engaging with details in a critical manner [22].  Advances in DF generation tech-
nology provide cybercriminals with a unique opportunity to impersonate individuals 
with high credibility, which could be weaponized in Social Engineering attacks against 
unsuspecting victims. As with the Social Engineering field in general, little is known 
about the cognitive factors influencing DF recognition skills. Previous research on hu-
man-machine interactions in CS contexts suggest that skills related to self-assessment 
accuracy such as metacognition is relevant for performance [23, 25, 26]. Overconfi-
dence due to poor metacognitive abilities may serve as a possible explanation for why 
formal education or an IT professional employment does not guarantee resilience 
against Social Engineering attacks. Thus, in this study we aimed to assess the influence 
of overconfidence and IT backgrounds on DF recognition skills. 

In line with previous research on phishing email susceptibility [22], and in support 
of our hypothesis that having an IT background does not influence DF detection skills, 
we found that individuals with an IT background were no better than non-professionals 
at judging DFs as authentic. This was true for both IT and CS professionals, and for 
individuals with an affinity for interacting with technology. Weighting results on ATI 
scores did not influence DF detection abilities between professionals and non-profes-
sionals. 

We found support for our second hypothesis that having an IT background influ-
ences belief in own abilities to detect DFs. Individuals with an IT background, CS back-
ground, and individuals who had an affinity for interacting with technology all scored 
higher on confidence into their DF detection skills compared to participants without an 
IT background, or low affinity for interacting with technology. This was true both be-
fore and after the task. This suggests that persons describing themselves being close to 
the IT sector had higher belief in their DF detection abilities. There were no significant 
differences in their confidence regarding their self-assessment quality between IT pro-
fessionals and non-IT professionals, suggesting that the confidence in their abilities to 
judge themselves was very similar. During the task, however, CS professionals were 
significantly less certain about their DF ratings compared to non-CS professionals, in-
dicating that they were more doubtful of their actual ratings. This could suggest that CS 
professionals had a more analytical approach when judging performance on a case-by-
case basis. These judgements may require processing task difficulty thus being a task-
oriented judgement of performance as opposed to when judging their ability to perform 
which is arguably a more self-oriented judgment of performance. Despite this increased 
insecurity into their self-assessment, having an IT background, did not influence con-
fidence into their perceived skills. Post-task confidence into their self-assessment were 
significantly higher for CS professionals compared to non-professionals. People with a 



 

 

higher affinity for interacting with technology had higher confidence in their abilities, 
were more certain about their task performance, and also had a higher belief that their 
confidence was accurate, suggesting that people with higher affinity are more confident 
in their abilities.   

These findings could be explained by a lack of cognitive involvement, rather than 
inability, and are in line with elaboration likelihood models such as the Suspicion, Cog-
nition, Automaticity Model (SCAM; Figure 5, a) [31]. Alternatively, it could be argued 
the effect may not be the result of a lack of cognitive involvement (i.e., motivation to 
elaborate the stimulus systematically), but that an IT Background does not provide su-
perior skills in DF recognition. Following this thought, it can be argued that the pre-
sented tasks of visual perception and discrimination constituting a DF recognition par-
adigm are per se based on neuropsychological performance but are not technical tasks. 
The fact that DF are created and presented on devices with which persons working in 
the IT domain feel familiar with and show competencies in using, does add to a sense 
of familiarity and may thus result in overconfidence - even though the task (the system-
atic processing of a visual or audio-visual stimulus) is perceptual-psychological, rather 
than technical. The fact that CS professionals were less certain about their performance 
than non-professionals during task-oriented judgements but had higher belief in their 
performance for self-oriented judgements could indicate that this latter interpretation 
might be true at least for CS professionals. On the other hand, people with a higher 
affinity for interacting with technology were more certain of their case-by-case ratings 
despite not performing better, possibly indicating a lack of task-oriented judgement of 
performance which could indeed be reflective of a lack of cognitive engagement with 
the task. 

 

 
 

Figure 5: How overconfidence relates to Social Engineering susceptibility in the SCAM. a The 
SCAM. Adapted from [31]. b Performance differences between the Overconfident and Not over-
confident groups. OCS = Overconfidence scale. SCAM = Suspicion, Cognition, Automaticity 
Model. 

The present study does not determine whether the underlying mechanisms contrib-
uting to our findings are due to a lack of engagement or neuropsychological factors 
related to perceptual processing abilities. Previous research into the neuropsychological 



 

 

correlates of performance on metacognitive and perceptual tasks suggest that they rely 
on a common neural substrate [32-34]. This could suggest that measuring metacogni-
tive accuracy is indicative of perceptual processing abilities; conversely it could mean 
that measuring metacognitive accuracy is only indicative of knowing how or when to 
apply the abilities but not the motivation to do so. Future research measuring confidence 
judgments and motivation to perform well while applying eye-tracking and EEG (e.g., 
to record event-related potentials related to perceptual processes and stimuli detection) 
will be needed to further assess how DF recognition performance relates to engagement 
and perceptual processes. This could also show whether these underlying mechanisms 
can be dissociated. Comparing how much time participants spend on individual task 
items to EEG data may be useful to indicate task engagement relative to perceptual 
abilities. 

Based on these initial findings, we argue that the OCS is an easily obtainable indi-
cator identifying individuals with particular need for systematic feedback and training 
for improved Social Engineering resilience. OCS assessment can easily be combined 
with a DF recognition task as demonstrated or be used in classical phishing simulation 
as they are common practice pre and post cybersecurity awareness interventions. While 
OCS may uncover persons at heightened risk for failures caused by overestimation of 
their performance in all sections of an organisation, persons with IT background and 
related job profiles may be of particular interest. This is due to their demonstrated vul-
nerability towards overestimation and potentially also due to increased likelihood of 
access to technical infrastructure and services allowing for a more efficient privilege 
escalation post-intrusion. 

5 Conclusion 

 
These study results suggest that understanding individual differences in DF recog-

nition skills can improve teaching and training outcomes and strengthen Social Engi-
neering resilience by providing a valuable parameter for individualised teaching and 
training methods. Obtaining a metacognition accuracy score allows us to flag employ-
ees with a particular need for improvement. Individual levels of overestimated skills as 
a major risk factor in safety- and security-critical socio-technical systems can be easily 
assessed. Individuals with a background in information technology are particularly 
prone to this vulnerability and do not perform superior in their performance. Further 
research should investigate the degree to which inaccurate self-assessment can be cor-
rected via feedback mechanisms based on actual performance and consider effective 
treatment options optimised for this particular population. This way training could po-
tentially contribute to better metacognitive awareness and thus better decision-making. 
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