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#### Abstract

We revisit a simple, yet capable to provide good solutions, procedure for solving the Distance Geometry Problem (DGP). This procedure combines two main components: the first one identifying an initial approximated solution via semidefinite programming, which is thereafter projected to the target dimension via PCA; and another component where this initial solution is refined by locally minimizing the Smooth STRESS function. In this work, we propose the use of the projected Levenberg-Marquart algorithm for this second step. In spite of the simplicity, as well as of its heuristic character, our experiments show that this procedure is able to exhibit good performances in terms of quality of the solutions for most of the instances we have selected for our experiments. Moreover, it seems to be promising not only for the DGP application arising in structural biology, which we considered in our computational experiments, but also in other ongoing studies related to the DGP and its applications: we finally provide a general discussion on how extending the presented ideas to other applications.


## 1 Introduction

Let $G=(V, E, d)$ be a simple weighted undirected graph, where the weight function $d$ maps every edge of the graph to a given distance value. We suppose that a unique numerical label $i \in\{1,2, \ldots,|V|\}$ is associated to every vertex in $V$, so that a vertex ordering is implicitly given. The focus of this article is a geometric problem having several real-life applications [12, 15]:

Definition 1.1. Given the graph $G$ and a dimension $K>0$, the Distance Geometry Problem (DGP) asks whether there exists any realization $x: V \longrightarrow \mathbb{R}^{K}$ such that the following distance constraints are satisfied:

$$
\begin{equation*}
\forall\{i, j\} \in E, \quad\left\|x_{i}-x_{j}\right\|=d_{i j} \tag{1}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidean norm and $x_{i}=x(i)$.

Throughout this article, we will suppose that the considered problem instances admit at least one solution, which we will refer to as "valid realizations".

We remark that, in several applications, such as the one arising in the context of structural biology [5], sensor network localization [4], or even in computer graphics [11], the distance information cannot be provided with high precision. Most likely, instead of having one precise distance value $d_{i j}$, approximated lower and upper bounds are actually provided for most of the involved distances. Let us suppose therefore that our weight function $d$ in $G$ does not provide a single real number, but rather a pair of real numbers, $\underline{d}_{i j}$ and $\bar{d}_{i j}$ for every $\{i, j\} \in E$, such that $\underline{d}_{i j}<\bar{d}_{i j}$. In order to take these interval distances into consideration, we introduce new variables $y$ indexed on the edge set $E$, and modify the problem in eq. (1) as follows:

$$
\forall\{i, j\} \in E, \quad\left\{\begin{array}{l}
\left\|x_{i}-x_{j}\right\|^{2}-y_{i j}=0  \tag{2}\\
\underline{d}_{i j}^{2} \leq y_{i j} \leq \bar{d}_{i j}^{2}
\end{array}\right.
$$

In spite of the current large efforts of the research community in finding new and efficient solution methods to the DGP, a general method has not been devised yet. In this work, we focus our attention on a rather simple procedure, which is basically composed by two main components: (i) the generation of an initial realization that we can expect to be in a relatively small neighborhood of a DGP solution; (ii) a refinement step: from the found initial realization, we locally minimize the sum of squared constraint violations, with the aim of identifying a better approximation of the DGP solution. In particular, to tackle part $(i)$, we solve a semidefinite programming relaxation [4] of the original DGP and project the obtained high-dimensional realization in $\mathbb{R}^{K}$; then, from the obtained initial realization, we run the projected Levenberg-Marquardt algorithm [8] to tackle the part (ii) of our procedure.

We point out that the general structure of our procedure is not new. One example can be found in [1], where semidefinite programming also comes to play; another example can be found in [6]. To the best of our knowledge, however, the procedure used in our article is the first one that employs the Levenberg-Marquardt algorithm. The main motivation to use this algorithm is that it provides better convergence results when compared to other methods (such as gradient descent methods), as our computational experiments will show. As a result, despite the simplicity of our procedure, we can report successful computational experiments on relatively small-sized instances (but not really tiny instances, as in the experiments presented in other works). The use of our procedure appears therefore to be promising for future studies in the context of the DGP.

The rest of the paper is organized as follows. The DGP procedure main structure will be briefly introduced in Section 2. This short section will then contain two subparts, one (Section 2.1) focusing on a semidefinite programming relaxation of our target problem, and another (Section 2.2) describing the Projected Levenberg-Marquardt (PLM) algorithm. Computational experiments on a set of protein-like instances will be reported in Section 3. Finally, we will conclude the paper in Section 4 with an extensive discussion on the possibilities of use for the described procedure, as well as on the use of its components in other algorithmic frameworks. A particular emphasis will be given to the impact of the uncertainty on the distances on sets of DGP solutions.

## 2 Our DGP procedure

Given a pair $(G, K)$ representing a DGP instance, our procedure for its solution can be simply summarized in the following two steps:

Step A. Find a realization via a Semidefinite Programming (SDP) relaxation, following by a Principal Component Analysis (PCA) projection. The realization this way obtained is our "initial realization" (see Section 2.1);

Step B. Improve the quality of the initial realization found at the previous step by running the Projected Levenberg-Marquardt (PLM) algorithm (see Section 2.2).

Notice that, from now on, we will be using the acronyms SDP, PCA and PLM for referring to the methods mentioned above.

### 2.1 Semidefinite programming relaxation

Let $X \in \mathbb{R}^{K \times n}$ be a matrix with the vectors $x_{i} \in \mathbb{R}^{K}$ as its columns. We have:

$$
\left\|x_{i}-x_{j}\right\|^{2}=\left(e_{i}-e_{j}\right)^{\top} X^{\top} X\left(e_{i}-e_{j}\right)=:\left(e_{i}-e_{j}\right)^{\top} Y\left(e_{i}-e_{j}\right),
$$

where $e_{i}$ stands for the $i^{\text {th }}$ canonical vector of $\mathbb{R}^{n}$. As a consequence, problem (2) is equivalent to find a positive semidefinite matrix $Y$ of rank $K$ such that

$$
\underline{d}_{i j}^{2} \leq\left\langle E_{i j}, Y\right\rangle \leq \bar{d}_{i j}^{2}, \quad \forall\{i, j\} \in E
$$

where $\langle A, B\rangle:=\operatorname{trace}\left(A^{\top} B\right)$ is the trace inner product and $E_{i j}:=\left(e_{i}-e_{j}\right)\left(e_{i}-e_{j}\right)^{\top}$. This reformulation could be cast as a linear SDP except for the (nonconvex) rank constraint. Following [1,4], we suppress the rank constraint and consider the following SDP relaxation:

$$
\begin{align*}
\min _{Y=Y^{\top}} & -\gamma\langle I, Y\rangle \\
\text { s.t. } & \underline{d}_{i j}^{2} \leq\left\langle E_{i j}, Y\right\rangle \leq \bar{d}_{i j}^{2}, \quad \forall\{i, j\} \in E  \tag{3}\\
& Y \mathbf{1}=0, \quad Y \succeq 0
\end{align*}
$$

where $1 \in \mathbb{R}^{n}$ is a vector of ones, $\gamma>0$ is a regularization parameter and $Y \succeq 0$ means that $Y$ must be positive semidefinite. The term $-\langle I, Y\rangle$ in the objective function corresponds to a rank reduction heuristic [4]. The reasoning behind it is that, under $Y \mathbf{1}=0$, we have that

$$
\langle I, Y\rangle=\operatorname{trace}(Y)=\operatorname{trace}(Y)-\frac{1}{n} \mathbf{1}^{\top} Y \mathbf{1}=\frac{1}{2 n} \sum_{i} \sum_{j}\left\|x_{i}-x_{j}\right\|^{2},
$$

and by maximizing this quantity we force the corresponding realization to be "more flat" and hence belonging (hopefully) to a lower dimensional space.

Let $Y$ be a solution to problem (3). Since $Y \succeq 0$, we have that $Y=X^{\top} X$, where $X \in \mathbb{R}^{r \times n}$, with $r=\operatorname{rank}(Y)$. Although $X$ satisfies all distance constraints, it may happen
that the rank $r$ is strictly larger than the desired dimension $K$. This is the reason why it is necessary to project $X$ onto $\mathbb{R}^{K}$ : we perform this projection by PCA. Let $Y=$ $Q \Lambda Q^{\top}$ be the eigendecomposition of $Y$ and assume the eigenvalues are ordered in nonincreasing order $\lambda_{1} \geq \ldots \lambda_{n} \geq 0$. If $\Lambda_{K}$ denotes the principal submatrix of $\Lambda$ containing the $K$ largest eigenvalues of $Y$ and $Q_{K}$ contains the $K$ corresponding eigenvectors in its columns, then

$$
X_{0}=\sqrt{\Lambda_{K}} Q_{K}^{\top}
$$

gives us the sought "projection", which is an approximate realization in $\mathbb{R}^{K}$. We say approximate because after the projection, $X_{0}$ may no longer satisfy some distance constraints.

In order to recover the feasibility of the violated constraints, we consider a refinement step which consists in an iterative method for solving problem (2) using the columns of $X_{0}$ as starting point for the vectors $x_{i}$ (the additional variables $y_{i j}$ are initialized to the values $\left.\left(\underline{d}_{i j}^{2}+\bar{d}_{i j}^{2}\right) / 2\right)$. For this refinement step, we consider the PLM algorithm [8], which is briefly reviewed in the next subsection.

### 2.2 Projected Levenberg-Marquardt algorithm

Consider the following constrained system of nonlinear equations:

$$
\left\{\begin{array}{l}
F(z)=0  \tag{4}\\
z \in C
\end{array}\right.
$$

where $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuously differentiable and $C$ is a convex compact set. Let $J(z)$ denote the Jacobian of $F$ at $z$ and $P_{C}(u)$ the Euclidean projection of $u$ onto $C$. Moreover, let us define the following function:

$$
f(z)=\frac{1}{2}\|F(z)\|^{2}
$$

Following [8], we consider the PLM algorithm for solving eq. (4), summarized below.

## The Projected Levenberg-Marquardt (PLM)

Given $z_{0} \in C, \sigma, \eta_{1} \in(0,1), M \in \mathbb{Z}_{++}, \eta_{2}>0$, set $k=0$.
Step 1. Set $\mu_{k}=\left\|F\left(z_{k}\right)\right\|^{2}$ and solve $\left(J\left(z_{k}\right)^{\top} \boldsymbol{J}\left(z_{k}\right)+\mu_{k} I\right) d_{k}^{U}=-J\left(z_{k}\right)^{\top} F\left(z_{k}\right)$
Step 2. Set $d_{k}^{C}=P_{C}\left(z_{k}+d_{k}^{U}\right)-z_{k}$. If $d_{k}^{C}$ satisfies

$$
\begin{align*}
F\left(z_{k}\right)^{\top} J\left(z_{k}\right) d_{k}^{C} & \leq-\eta_{1}\left\|d_{k}^{C}\right\|^{2}  \tag{5}\\
\left\|d_{k}^{C}\right\| & \leq \eta_{2}\left\|J\left(z_{k}\right)^{\top} F\left(z_{k}\right)\right\| \tag{6}
\end{align*}
$$

then $d_{k}=d_{k}^{C}$, else $d_{k}=P_{C}\left(z_{k}-J\left(z_{k}\right)^{\top} F\left(z_{k}\right)\right)-z_{k}$.

Step 3. Set $\alpha=1$. While $f\left(z_{k}+\alpha d_{k}\right)>\max _{0 \leq j \leq \min \{M, k\}} f\left(z_{k-j}\right)+\sigma \alpha d_{k}^{\top} J\left(z_{k}\right)^{\top} F\left(z_{k}\right)$, update $\alpha=\alpha / 2$.

Step 4. Set $\alpha_{k}=\alpha$ and update $z_{k+1}=z_{k}+\alpha_{k} d_{k}$. Go to Step 1.
Given $z_{k} \in C$, the unconstrained LM direction $d_{k}^{U}$ is computed at Step 1. In Step 2, the feasible direction $d_{k}^{C}$, based on the projection of $z_{k}+d_{k}^{U}$ onto $C$, is computed and it is chosen as search direction if it satisfies the descent conditions in eq. (5) and (6). Otherwise, the projected gradient direction is taken. A step-size $\alpha>0$ verifying a nonmonotone Armijo-like condition [9] is determined in Step 3 by a backtracking process.

For more details about this algorithm, the reader is referred to [8], where a detailed convergence analysis of the algorithm can also be found. It was proved, in fact, that every limit point of the sequence $\left\{z_{k}\right\}$ is stationary for the problem of minimizing $f(z)$ subject to $z \in C$. Furthermore, under an error bound condition, a local superlinear convergence was established.

We point out that problem (2) corresponds to problem (4) with $z=(X, y) \in \mathbb{R}^{K \times n} \times$ $\mathbb{R}^{|E|}, F: \mathbb{R}^{K \times n} \times \mathbb{R}^{|E|} \rightarrow \mathbb{R}^{|E|}$ with

$$
[F(X, y)]_{i j}=\left\|x_{i}-x_{j}\right\|^{2}-y_{i j}, \quad \forall\{i, j\} \in E
$$

and

$$
C=\left\{(X, y) \in \mathbb{R}^{K \times n} \times \mathbb{R}^{|E|} \mid \underline{d}_{i j}^{2} \leq y_{i j} \leq \bar{d}_{i j}^{2}, \forall\{i, j\} \in E\right\}
$$

In this case, the least-squares function $f$ takes the form

$$
\begin{equation*}
f(X, y)=\frac{1}{2}\|F(X, y)\|^{2}=\sum_{\{i, j\} \in E}\left(\left\|x_{i}-x_{j}\right\|^{2}-y_{i j}\right)^{2} \tag{7}
\end{equation*}
$$

which corresponds to the Smooth STRESS function [18], with $\underline{d}_{i j}^{2} \leq y_{i j} \leq \bar{d}_{i j}^{2}$.

## 3 Computational experiments

We propose in this section some initial computational experiments with the DGP procedure sketched in Section 2. All experiments were carried out on Matlab R2018b running MacOS X 10.13.6 (personal laptop).

We consider two sets of instances, both related to protein conformations. However, in the first set that we consider, the instances will only resemble to typical protein instances, because we will not include any additional distance information that is likely to help DGP solvers to find solutions. This "extra" and helpful distance information would include, for example, the length of chemical bonds, as well as the angles formed by triplets of consecutively bonded atoms. Thus, we decide to take, in our instance generation procedure, no advantage from the typical chemical structure of protein conformations. We make this choice for the generation of our first set of instances with the aim of testing the effectiveness of the procedure for larger classes of DGP instances, which may be related to different applications.
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|  |  |  |  |  | PLM |  |  |  | SPG |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| pdb-id | $\|V\|$ | $\|E\|$ | $\gamma$ | $f_{0}$ | $k$ | $f$ | RMSD | $k$ | $f$ | RMSD |  |
| 2JMY | 45 | 432 | 1 | $9.16 \mathrm{E}+01$ | 93 | $4.26 \mathrm{E}-09$ | 0.08 | 322 | $4.53 \mathrm{E}-02$ | 0.08 |  |
| 2LR9 | 57 | 505 | 1 | $3.72 \mathrm{E}+03$ | 555 | $4.90 \mathrm{E}-09$ | 1.16 | 801 | $1.73 \mathrm{E}-01$ | 1.36 |  |
| 1HJO | 123 | 1210 | 1 | $8.40 \mathrm{E}+03$ | 73 | $4.20 \mathrm{E}+01$ | 3.86 | 1602 | $4.22 \mathrm{E}+01$ | 3.83 |  |
| 1HJO | 123 | 1210 | 10 | $8.37 \mathrm{E}+03$ | 778 | $4.94 \mathrm{E}-09$ | 2.13 | 1498 | $5.23 \mathrm{E}-01$ | 2.57 |  |
| 2KSL | 153 | 1398 | 1 | $4.56 \mathrm{E}+04$ | 250 | $2.63 \mathrm{E}+02$ | 7.59 | 1010 | $6.58 \mathrm{E}+02$ | 10.23 |  |
| 2KXA [7] | 177 | 973 | 1 | $9.43 \mathrm{E}+02$ | 172 | $4.68 \mathrm{E}-09$ | 0.45 | 686 | $2.79 \mathrm{E}-02$ | 0.62 |  |
| 1DSK [7] | 222 | 1210 | 10 | $6.29 \mathrm{E}+03$ | 268 | $4.99 \mathrm{E}-09$ | 2.51 | 578 | $1.79 \mathrm{E}-02$ | 2.44 |  |
| 2ERL [7] | 323 | 1789 | 1 | $1.99 \mathrm{E}+03$ | 245 | $4.80 \mathrm{E}-09$ | 0.41 | 704 | $2.66 \mathrm{E}-02$ | 0.41 |  |
| 2JWU [7] | 447 | 2413 | 1 | $6.02 \mathrm{E}+03$ | 219 | $4.69 \mathrm{E}-09$ | 1.03 | 824 | $4.26 \mathrm{E}-02$ | 0.99 |  |

Table 1. Some experiments showing the effectiveness of our DGP procedure on the two sets of instances. In the upper row block, we consider the instances generated in this work where no extra information about the nature of the distances is exploited; in the lower row block, we present the experiments on the protein instances previously used in [7].

Instead, the second set of instances that we consider in our experiments will include this additional information. For lack of space, we focus our attention on the main steps for generating our new instances of the first set, while the reader is referred to [7] for details on how the 4 instances of the second set were generated.

In order to generate the first set of instances, we consider models of protein conformations obtained from the Protein Data Bank (PDB) [2]. From one selected PDB model (when more than one model is available in the same PDB file, we simply pick the first one), we extract the backbone atoms $\mathrm{N}, \mathrm{C}_{\alpha}$ and C , and we generate the corresponding instance by measuring all possible distances between pairs of such backbone atoms, and by keeping only the distances shorter than $6 \AA$. Noise is thereafter added to the distances by creating an interval $[\underline{d}, \bar{d}]$ of range $0.2 \AA$, where the computed distance is randomly placed. The procedure outputs a simple weighed graph $G$ that represents an instance of the DGP. We point out that our procedure introduces the same level of noise in all the distances, without distinguishing between distances between bonded atoms or other.

To assess the performance of PLM as a refinement tool, we compare it with the Spectral Projected Gradient (SPG) algorithm [3] for minimizing the function (7) over $C$. Notice that SPG was already successfully used in previous works as a local solver for DGP [17].

In all experiments, the SDP relaxation in eq. (3) was solved using SDPT3 solver [19] with standard parameters and tolerances. In PLM, we consider the parameters $\eta_{1}=$ $10^{-4}, \eta_{2}=10^{4}, \sigma=10^{-3}, M=10$ and stop the iterations when either $\left\|F\left(X_{k}, y_{k}\right)\right\| \leq$ $\varepsilon=10^{-4}$ or $\left\|z_{k}-P_{C}\left(z_{k}-\nabla f\left(z_{k}\right)\right)\right\| \leq \varepsilon$. For SPG, we used the same parameters as in [17], and stopped the iterations when $\left\|d_{k}\right\| \leq \varepsilon$. The maximum number of iterations was set to 2,000 for both SPG and PLM.

Table 1 summarizes the performed computational experiments. For every instance, we report the original PDB identifier of the protein in the PDB, together with the total number of vertices and the total number of edges in the generated graph $G$. The parameter $\gamma$ is the one involved in SDP, while $f_{0}$ is set to $f\left(X_{0}, y_{0}\right)$, which corresponds to the value of eq. (7) evaluated at the solution $X_{0}$ in Step $\mathbf{A}$, where $y_{0}=\left(\underline{d}^{2}+\bar{d}^{2}\right) / 2$. For both

PLM and SPG, we report the number of iterations $k$, the final objective function value for $f(X, y)$ (denoted $f$ in the table), and the RMSD with respect to the first model of the PDB file. Notice that only the $\mathrm{C}_{\alpha}$ atoms in the solution found for our second set of instances were taken into consideration when computing the RMSD (for example, for the 2ERL instance, only 40 atoms out of 323 were selected).

The experiments show that, although after the execution of our Step A the value of eq. (7) for our initial realization is relatively large, such a starting point is nevertheless close enough to one of the instance solutions. In fact, the Step B in our procedure, when performed by running the PLM algorithm, is able to decrease the value of the Smooth STRESS function to a magnitude of $10^{-9}$ for the instances 2JMY, 2LR9, 2KXA and 2ERL belonging to our first instance set. This indicates that all involved distances are satisfied (i.e, $\left\|x_{i}-x_{j}\right\| \in\left[\underline{d}_{i j}, \bar{d}_{i j}\right]$ ), or close to be satisfied (i.e, $\left\|x_{i}-x_{j}\right\| \notin\left[\underline{d}_{i j}, \bar{d}_{i j}\right]$, but $\left\|x_{i}-x_{j}\right\|$ is close to one of the two bounds). Notice that we can state a similar remark for SPG, but with a final value for the STRESS function that is about six orders of magnitude larger. Even if the corresponding RMSD values are similar to those obtained by PLM, we can remark therefore that the PLM provides solutions in general capable to better satisfy the available distances.

Concerning the number of iterations of PLM and SPG, we can observe that, although the former requires fewer iterations, it is important to mention that its iterations are more expensive because requiring the solution of a positive definite linear system.

Two times the instance 1 HJO is reported in the upper row block of Table 1. In fact, the former of the two experiments shows that the initial realization from Step A was not close enough to one of the instance solutions: both PLM and SPG have most certainly converged towards a local minimizer or a stationary point of (7). In the latter experiment concerning 1HJO, however, where the value of the $\gamma$ parameter was changed from 1 to 10 , we can observe a performance for our procedure which is close to the other experiments, where the initial realization is actually a good starting point for the refinement step (with PLM still beating SPG on the STRESS function value). This example is particularly interesting because, even though the use of a different value for $\gamma$ leads to a STRESS function value approaching zero, the final RMSD value in the found solutions does not change much. This indicates that the instance we have generated by using the first model in the PDB file does not have only that model in its solution set. The left side of Fig. 1 shows the model we have obtained with $\gamma=10$.

The last line of the upper row block in Table 1 shows that, for one of the instances of our first set, we could not find any satisfactory solutions. Trying to use alternative values for the $\gamma$ parameter did improve the results in this case; the use of small values (e.g. $0.01,0.1$ ) or even larger than 10 , did not allow us to get close enough to one of the solutions for having either SPG or PLM converge to a global minimizer. This is certainly not the only case where our procedure can fail, because of its simplicity.

Finally, the lower row block of experiments in Table 1 shows the performances of our procedure on 4 of the instances already used in [7]. As remarked above, these instances exploit some additional distance information that can help the solvers identifying the solutions, for example by fixing some of the distances to some given precise values. Our procedure seems to provide similar performances on this second set of instances, and the comparison between PLM and SPG remains the same as well. The


Fig. 1. A comparison among some obtained solutions and the original PDB model used to generate the instances: 1 HJ 0 ( $\gamma=10$ version, on the left-hand side), and 2ERL (only $\mathrm{C}_{\alpha}$ atoms, on the right-hand side). Axis units in Angstroms.
right side of Fig. 1 shows the solution found for the instance 2ERL: since these instances contain more atoms from the proteins (not only its backbone atoms), for clarity we only consider in the figure its $\mathrm{C}_{\alpha}$ trace, which is the same considered in the computation of the RMSD.

## 4 Discussion and conclusions

We have presented and tested a simple procedure for the solution of DGPs where the value of the distances is uncertain and generally represented by a real-valued interval. As pointed out in the Introduction, the general structure of our simple procedure is not new, as it was already used in previous works, but, to the best of our knowledge, this is the first time that the projected Levenberg-Marquardt is employed in this context.

Even if it cannot be considered as a general solver for the DGP, our computational experiments have shown the effectiveness of our procedure on a set of artificially generated instances related to a typical biological application. The experiments show in fact that, when the first step of the procedure is able to identify an initial realization that is close enough to a valid realization (a solution for problem (2)), then its second step is able to localize that solution in the search domain.

These results open the doors for other possible uses of this procedure (or of one of its components) in more general solution methods for the DGP. For example, MDJEEP ${ }^{1}$ is a solver for DGPs for which the discretization of the search space can be performed, by transforming the problem in a combinatorial problem [16]. When the value on the distances is uncertain, however, some nodes of the search domain cannot be associated to singletons, but rather to relatively small portions of the original continuous search

[^0]domain. This is the reason why, in MDJEEP, the combinatorics is coupled with a refinement step consisting in locally exploring all those small domain portions in the attempt to improve the overall solution quality [14]. The impact of the current work on the future developments of MDJEEP can be two-fold. Firstly, the first step of our procedure may be used to guess the most promising parts of the discretized search domain to enhance its performance in terms of time. The idea is only to give higher priority to the identified parts of the search domain, and to remove, a priori, none of them, so that the entire search domain may, potentially, still be explored. Secondly, since the current version of MDJEEP, the version 0.3.2 at the moment we are writing this article, uses SPG for performing its refinement step, another possible improvement may be to replace SPG with PLM.

Another interesting application falls in the context of motion adaptation [11]. Here, a skeletal structure (representing for example a human character) performs a given motion over time, and the problem of embedding the same motion (or a motion as close as possible to the original one) on another skeletal structure is considered. One of the main difficulties in solving such a problem is related to the fact that distorted self-contacts, which may be either artificially created in the new motion, or rather omitted from the original one, are likely to make the viewer perceive the motion as different when compared to the original. Self-contact is synonym of high proximity, and hence of near distances. The dynamical DGP (dynDGP) was introduced in [13] to tackle this class of problems, and more recently it was applied to motion adaptation in [10]. In this application, every frame of the motion can be considered as a separated (and static) DGP, where every new frame belongs to a small neighborhood, in its search domain, of the previous frame. SPG was exploited in previous works on distance-based motion adaptation: the animations created in [10] were generated by SPG for example. Again, we propose the use of PLM as a replacement for SPG, which is likely to provide interesting results in this application context as well.

We remark that, in the two cases where we propose to use PLM as a tool for refinement, the DGP instances to be solved (in both cases, these are actually sub-instances of the original problems) are rather simple if compared to the ones we used in the computational experiments in this work. When the refinement step is performed in MDJEEP, in fact, only a subset of vertices of the original instance is considered, and the local solver can benefit of a starting point where (in most of the cases) only a few distances are not satisfied (the best-case scenario being the one where only one distance is violated). In the case of motion adaptation, since the starting point is always the solution obtained at the previous frame of the motion, it is expected the new local solution to be very near the available starting point. Future works will be devoted to these very promising research directions.
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