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Abstract. During a team discussion, participants frequently perform 
pointing, pairing, or grouping gestures on artifacts on a whiteboard. 
While the content of the whiteboard is accessible to the blind and visually 
impaired people, the referring deictic gestures are not. This paper thus 
introduces an improved algorithm to detect such gestures and to clas-
sify them. Since deictic gestures such as pointing, pairing and grouping 
are performed by sighted users only, we used a VR environment for the 
development of the gesture recognition algorithm and for the subsequent 
user studies. 

Keywords: Virtual reality · Gesture recognition · Non-verbal 
communication · Deictic gestures · Integration 

1 Introduction 

Lively discussions among people heavily rely on non-verbal communication, such 
as deictic gestures, facial expressions, body poses etc. Following Mehrabian and 
Ferris [11], such non-verbal communication could make up to 55% of the overall 
information exchange. Among these non-verbal communication elements, deictic 
gestures become particularly important when referring to common artifacts in 
a team meeting such as a whiteboard. Deictic gestures are used to support 
information exchange and are intuitively performed and understood by sighted 
people. However, blind and visually impaired people (BVIP) can not access 
these deictic gestures, and thus there is a need for detection and interpretation 
as stated by Kane et al. [7]. While detecting and interpreting gestures in an easy 
task for human being, machines need sophisticated algorithms to reliably detect 
gestures and to avoid erroneous output to the BVIP. 

This paper thus introduces an improved algorithm for gesture detection. For 
this, the paper is structured as follows: Sect. 2 introduced previous work in this 
field, followed by Sect. 3, in which our algorithm is explained more in detail, 
together with the technical setup and a description of our user study. The remain-
der of the paper gives a statistical evaluation in Sect. 4, before we discuss the 
results in Sect. 5. Finally, we conclude our paper with a summary and an outlook 
on future work in Sect. 6. 
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2 Related Work 

Tracking and interpreting deictic gestures has been researched since many years. 
Research on gestures can be basically divided into 2D and 3D gestures with 
regard to the interaction space. A comprehensive overview on gestures is given 
by van den Hoven and and Mazalek [6]. Gesture detection is researched in var-
ious application fields. Hofemann et al. [5] for instance use pointing gestures to 
instruct a robot which part to pick from a table, while pointing gestures were 
studied in a student-tutor relationship by Sathayanarayana et al. [14]. Besides 
possible applications of detecting pointing gestures, the pointing accuracy was 
also intensively studied, e.g., in [1,4]. 

For detecting hand gestures and interpreting them, recent research employs 
deep learning algorithms that can detect from incoming video streams. However, 
training such deep learning networks requires a large data set of annotated ges-
tures, which is a time consuming procedure [13]. Such deep learning networks 
were again applied to human-robot interaction [12], but also to meeting envi-
ronments [3] or classroom settings [10,15]. 

However, there is only little work related to gestures in team meetings, and 
how to analyze different kinds of gestures to be output to BVIP. A first approach 
was introduced by Kunz et al. [8] who detected pointing gestures on artifacts on 
a horizontal workspace. Later, pointing gestures on artifacts on a vertical screen 
were detected using an Microsoft Kinect depth cam [2], and recently an HTC 
Vive tracking system was used to track hand gestures and to distinguish them 
into pointing, pairing, and grouping as the most relevant ones for referring to 
objects (cards) on a whiteboard [9]. 

3 Methodology 

Our work builds upon the work from Liechti et al. [9] who detected and distin-
guished three different gestures on a whiteboard: pointing, pairing, and grouping. 
While this work proved that a distinction of deictic gestures based on tracking 
signals is in general possible, the accuracy was rather low. This was due to 
wrongly detected artifacts by the algorithm, position dependency of the point-
ing person with regard to the whiteboard, and a virtual pointing ray defined by 
the user’s forearm. 

Although the envisioned application of our algorithm is to detect deictic 
gestures by sighted persons in a team meeting together with visually impaired 
people, we completed the optimization of the algorithm in a Virtual Environment 
(VE). A VE allows for more replicable conditions in the user study (see also 
Sect. 3.3). 

3.1 Technical Setup 

Our technical setup consists of the HTC Vive Pro head-mounted display (HMD) 
and two HTC Vive trackers. The HMD is used for displaying the VE only, while 
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its tracking capabilities were not used. Instead, a tracker was attached to the 
user’s head, while the other was attached to the user’s wrist. Unlike in [9], the 
virtual pointing ray is thus calculated from the user’s eye position (the top of the 
head minus an offset) and the user’s hand, which eventually is the more precise 
approach. 

3.2 Detection Algorithms 

The performed gestures by the user will generate a virtual pointing ray that 
invisibly intersects with the virtual whiteboard. Thus an invisible trajectory is 
drawn on the whiteboard. The trajectory consists of points that are generated 
with a certain spawn rate while pointing, and then interconnected with straight 
lines. This trajectory will be evaluated by our algorithm and then categorized 
as “pairing” (indicate a connection between two cards), “grouping” (indicating 
a cluster of multiple cards), or “pointing” (indicating a single card) (see also 
Fig. 1). 

Fig. 1. Pairing, grouping and pointing gestures gestures to be detected. 

Detection of Pairing Gesture. A pairing gesture is assumed to have an 
elliptic-shaped trajectory as shown in Fig. 1 (left) and that the regions close to 
the elliptic focal points determine the two cards to be paired (see Fig. 2a (left)). 
In order to determine these regions of the ellipse, the curvature used. The ellipse 
is discretized by the so-called “recognition spheres”, that are generated by a 
given spawn rate while the user is gesturing (see Fig. 2a (right)). Subsequent 
spheres are interconnected by straight lines, and the angle between two subse-
quent lines is determined. The two lines that include the maximum angle are 
defined by in total three points, from which they one in common. This point 
is the “corner sphere” and supposed to be on a card. The radius of this sphere 
is then virtually increased to cope with imprecise pointing of the user. Thus, 
the detection of pairing gestures can be tuned by two parameters: the threshold 
for the angular change, and the radius of the corner sphere. The values were 
empirically determined in a separate pilot study to be α = 100◦ and r = 0.3 m.  

Detection of Grouping Gestures. In case α is always below the set threshold, 
then a grouping gesture is assumed. For the grouping gesture detection, all sphere 
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positions are recorded, and the extreme values of the x- and y-coordinates define 
four coordinates of a boundary box, in which the grouped notes re-assumed (see 
Fig. 2b). 

(a) Pairing gesture to be detected. 

(b) Grouping gesture to be detected. 

Fig. 2. Detection of pairing and grouping gestures. 

Detection of Pointing Gestures. The pointing gesture on a note is simply 
detected in a temporal manner. If a note is hit by subsequent detection spheres 
for more than 2 s, it will be detected as pointing. 

3.3 Virtual Environment (VE) Design 

For creating the VE and interactions within it, we used Unity game engine. 
Three different zones (see Fig. 3) represent three distance classes in relation to 
the whiteboard. We wanted to investigate if the distance or the position of the 
user affects the recognition algorithm and if it does, then in which manner. 
The top-down view of the VE illustrates the distances from the center of the 
whiteboard to the center of each zone: the center of the cyan zone is located 
2.5 m from the whiteboard, the center of the yellow zone is 1 m away, the center 
of the magenta zone is 3.3 m. The yellow zone is used to perform gestures next 
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to the whiteboard, the cyan zone represents further distance, and the magenta 
zone was used to test gestures that are performed from the side. The virtual 
whiteboard is represented by the user interface proposed by [8] in our VE. 

Fig. 3. User’s perspective in the HMD and top-down view on the distance zones. (Color 
figure online) 

3.4 Experiment Design 

To test and compare the improvements of our algorithm compared to [9], we 
designed our experiment in the following manner. First, we gave a short intro-
duction to the participants and collected the data obtained from the initial 
questionnaires. Second, they were asked to perform a particular gesture, follow-
ing the oral instructions given by the experimenter. Therefore, we consider those 
instructions as the ground truth for the recognition algorithm. 

Participants. We conducted the user study with 30 right-handed participants 
from 19 to 31 years old. There were 4 females and 26 males with normal or 
corrected-to-normal vision. We didn’t include blind and visually people because 
the intention of this user study is to test the recognition algorithm we proposed, 
which can be done with the sighted people only. 

4 Results 

There are three possible outcomes: the algorithm recognized the gesture cor-
rectly, incorrectly or it didn’t recognize anything while the gesture was per-
formed. 

4.1 Overall Recognition Ratio 

Each participant performs 45 gestures during the experiment: 15 pointing, 15 
pairing, and 15 grouping gestures. This gives a total number of 450 gestures 
of each type. Therefore, the total number of the performed gestures among all 
30 participants is 1350. Our algorithm correctly recognized 44% of all gestures, 
30% of the gestures were not recognized, and 26% were recognized wrongly. The 
results were then compared to the ones from [9] (see Fig. 4). 
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44% 

30% 

26% 
19% 

53% 

28% 

Fig. 4. Side by side comparison of the recognition ratio obtained with our algorithm 
(on the left) and the algorithm (on the right) from [9]. 

4.2 Recognition Ratio Based on the Gesture Type 

As some of the gestures are easier to recognize than others, we decided to inves-
tigate how the recognition ratio depends on the gesture type. We assumed that 
the pointing gesture will have the highest ratio as it is performed with only one 
note. Figure 5a gives an overview of the recognition ratio for pointing, pairing 
and grouping gestures. 

4.3 Recognition Ratio Based on the Distance Zones 

As it was discussed in Sect. 3.3, we tested our algorithm in three different zones 
to study if the user position affects the recognition algorithm. The results are 
presented on Fig. 5b. As it can be observed from Fig. 5b, gesturing from the side 
has the lowest recognition rate of 37% among all three zones. Zones in which 
participants stand in front of the whiteboard show better recognition results: 
45% when the gestures are performed from a longer distance and 51% when 
participants stand right next to the whiteboard. 

500500 
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(a) Recognition ratio based on the ges-
ture type. 

(b) Recognition ratio based on the dis-
tance zones. 

Fig. 5. Recognition ratio for various study conditions. 
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5 Discussion 

False recognition for pairing and grouping gestures (see Fig. 5a) was usually 
caused by the inclusion of additional notes that were close to the notes involved 
in the performed gesture. Another reason for the low recognition rate for the 
pairing gesture is caused by the user behavior. We assumed that during pairing 
two notes participants will do it repeatedly. However, during the experiment 
we observed that some participants were pairing two notes by pointing at them 
successively. In this case, pairing gesture was either not recognized, or recognized 
false. Pointing was also not recognized if pointing gestures were performed very 
fast, since the time threshold for the start of the pointing gesture recognition 
was not reached. 

Our algorithm performs worse for the gesturing from the side. However, it 
could also be caused by the inaccurate gesturing of the participants. Due to their 
position, it is more difficult to “aim” and perform an accurate gesture when they 
face the whiteboard from the side. 

6 Summary and Outlook 

In this paper, we described an approach for the pointing, pairing and grouping 
gestures recognition. We investigated the overall recognition ratio for all per-
formed gestures, and how it changes depending on the gesture type and the 
position to the whiteboard. 

For future work, we will decouple the results of the recognition algorithm 
from the performance of human gesturing. Such decoupling will allow us to 
test the initial accuracy of the algorithm without considering differences caused 
by different gesturing behavior. The next steps will also include transferring this 
algorithm to the real life scenario by creating a virtual twin of the real setup and 
using only two trackers without the HMD to recognise the performed gestures. 
Next, an interface to communicate gesturing information to blind and visually 
impaired people will be implemented. 
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