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Abstract. Human skin detection has been remarkably incorporated in
different computer vision and biometric systems. It has been receiving
increasing attention in face analysis, human tracking and recognition,
and medical image analysis. For many human-related recognition tasks,
using skin detection cue could be a proper choice. Despite the vast area
of usage and applications for skin detection, not many large or reliable
skin detection datasets are available, and many of the existing ones, are
originally created for other tasks such as hand tracking or face analysis.
In this paper, we propose a methodology for extracting skin pixels from
garment segmentation and recognition datasets. This is achieved by using
deep learning methods to generate automatic skin label masks from them
by exploiting human body and hair segmentation and provided garment
masks. Following this approach, a large human skin segmentation dataset
is introduced. A validation set is also manually segmented in order to
evaluate the accuracy of the output skin masks. Finally, usual methods
for skin detection and segmentation are evaluated on this new dataset.

Keywords: Skin segmentation · Dataset.

1 Introduction

Padilla et al. [22] proposed a privacy-by-context approach to provide privacy in
video data, particularly in active and assisted living applications. The context is
given by a number of variables: (i) the observer; (ii) the identity of the person (to
retrieve the privacy profile); (iii) the closeness between the person and observer
(e.g., relative, doctor or acquaintance); (iv) appearance (dressed?); (v) location
(e.g., kitchen); and (vi) ongoing activity or detected event (e.g., cooking, watch-
ing TV, fall). The automated recognition of these variables is a requirement to be
able to provide privacy appropriately. Among these, appearance recognition, i.e.

⋆ This work is part of the visuAAL project on Privacy-Aware and Accept-
able Video-Based Technologies and Services for Active and Assisted Liv-
ing (https://www.visuaal-itn.eu/). This project has received funding from the Eu-
ropean Union’s Horizon 2020 research and innovation programme under the Marie
Sk lodowska-Curie grant agreement No 861091.
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determining the degree of nudity of a person, is one of them. Nudity estimation
requires skin segmentation.

Skin classification is the act of separating skin pixels (or regions) in an image
from non-skin ones which could be background pixels or body pixels covered
by clothes [19]. Skin detection has been used in human biometric applications
such as face analysis [21] and medical image analysis [3], as a preprocessing or
validation step or to find the location of human beings and their body parts [29].
Skin segmentation is also an important task in other applications including con-
tent retrieval, robotics, sign language recognition, and human computer interac-
tion [19]. For many human-related recognition and prediction tasks, using skin
detection cue could be beneficial, since it can be insensitive to variables such as
pose, rotation or facial expression.

Deep learning has been applied for semantic segmentation, which can also
be exploited for skin segmentation. However, in order to perform adequately,
deep learning methods usually rely on large datasets. The lack of large skin
segmentation datasets is still a serious issue. Most of the datasets for this task
are either small, noisy or suffering from low quality images, some are borrowed
from other tasks such as hand tracking, face detection and face recognition and
others are unavailable for public use. In addition to the dataset size, a dataset
should cover a variety of poses and nonlinear illuminations, aging, makeups,
complex backgrounds, different skin characteristics and colors, and also camera
variations. All these problems have led many methods to not be experimented
based on standard datasets. Therefore, many papers are validated based on
random collection of personal or online public images [19]. However, the fact
that developing a large-scale manually segmented dataset can be costly and time
consuming cannot be ignored. The manual annotation process for segmentation
is very demanding and labor-intensive [9]. As an example, annotating a single
image in the Cityscapes dataset costs more than 1.5 hours [4] and it will not be
much less for a skin dataset due to variations of clothing or hair styles.

Therefore, the main aim of this work is to propose a methodology to create
larger skin segmentation datasets, by exploiting available garment datasets in
conjunction with deep learning methods for human body and hair segmentation
in order to automatically generate ground truth skin labels for images. This
tackles some of the problems mentioned above in order to build large human skin
datasets. Following this approach, a new skin segmentation dataset (the visuAAL
Skin Segmentation dataset) is introduced. A study on different preprocessing
and postprocessing steps is done to evaluate the results, lower the segmentation
noise and achieve the most precise masks possible. These evaluations are carried
out employing a portion of randomly selected and manually segmented images
from the dataset. Finally, usual and state-of-the-art algorithms for semantic
segmentation and skin detection are evaluated on this dataset.

The remaining of this paper is organized as follows. Section 2 presents a
brief review of existing human skin datasets. Section 3 proposes a methodology
for generating skin annotations automatically. In Section 4 the details of the
dataset, evaluation metrics and quality assessment are discussed, and Section 5
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Table 1: Comparison between skin datasets.

Dataset Year Number of
images

Annotation
Quality

Compaq 2002 13,640 Imprecise
TDSD 2004 554 Imprecise
ECU 2005 6,000 Precise
Schmugge 2007 845 Imprecise
MCG 2011 1,000 Imprecise
HGR 2012 1,558 Precise
Pratheepan 2012 78 Precise
SFA 2013 1,118 Precise

is dedicated to baseline specification and measuring the performance of existing
methods on the new dataset. Finally, Section 6 presents some conclusions and
future work.

2 Skin Detection and Segmentation Datasets

While in skin detection it is very common for researchers to collect images and
use their own datasets, there also exist popular human skin datasets. Though
these datasets may not follow the same protocols (i.e., some considered eyebrows
and lips as skin and some excluded them) or could be noisy, they still provide an
opportunity to evaluate and compare the methods. Also, as mentioned before,
some of them are not directly skin datasets but originally developed for face
recognition and hand tracking tasks. Table 1 presents a summary of the main
details of this datasets. Next, some of the main available datasets are described.

Compaq Dataset [14]. Compaq is one of the largest datasets including 13,640
images divided into two groups of skin and non-skin. Skin ground truths are semi-
manually labeled. This dataset roughly contains 1 billion pixels in total, including
more than 80 million skin pixels. Compaq has been widely used by the research
community. However, low quality images and noisy labels are considerable issues.

ECU Dataset [24]. ECU consists of 4,000 high quality color images with high
accuracy ground truth which are segmented manually for face detection and
skin segmentation. Different skin types, backgrounds, and illuminations make
this dataset more diverse. It contains 4.9 million skin pixels and 13.7 million
non-skin pixels.

SFA Dataset [2]. This dataset is collected based on FERET [23] and AR [20]
face images datasets. It includes 1,118 images. Though the ground truth is precise
(lips, eyebrows and eyes are excluded), it mostly consists of face images only.
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Fig. 1: Samples from the FashionPedia dataset.

Schmugge Dataset [27]. Schmugge et al. collected a general and diverse
dataset consisting of 845 images with nearly 5 million skin pixels and 13.7 mil-
lion non-skin pixels. The ground truths are generated in a semi-supervised way
and are noisy.

HGR Dataset [15]. This dataset was collected by Kawulok et al. for hand
gesture recognition and includes 1,558 images with different sizes, backgrounds
and conditions.

MCG Dataset [12]. MCG-skin includes 1,000 images randomly collected from
the web and social media. Images cover a variety of different backgrounds, skin
colors and races, and illumination conditions with diverse quality and resolution.
In this dataset, eyes, lips and eyebrows are labeled as skin.

TDSD Dataset [36]. It consists of 554 images randomly picked from the web
with over 24 million skin pixels and 75 million non-skin pixels. Skin ground
truths are labeled manually using Photoshop.

Pratheepan Dataset [31]. The images in this dataset are randomly collected
from the web. The images were captured with a range of cameras using different
color enhancement techniques and under different illuminations. Though the
dataset is diverse in terms of background and lighting and the ground truths are
very precise, it only consists of 78 images and is mostly used as a benchmark
dataset for evaluation purposes.

3 Approach

As mentioned in Section 1, due to the difficulties of creating large skin segmen-
tation datasets and overwhelming annotation process, a common alternative
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Fig. 2: Pipeline to obtain skin masks from garment masks.

approach is to adapt datasets from homogeneous tasks. In this paper, we pro-
pose a methodology to take advantage of available fashion and garment datasets
by using their provided clothing annotations, for instance, the masks provided
by the FashionPedia [13] dataset are shown in Figure 1. The approach proposed
in this work is to obtain the skin areas as the inverse of those masks, as they
provide a close result for skin segmentation. However, hair areas also need to be
removed from the human body area. This approach is shown in Figure 2.

There are several accurate methods for human body segmentation. Some of
them have been tested in this work, namely DensePose [8], Mask R-CNN [11] and
MediaPipe framework [18]. DensePose empirically works better than the other
ones in abnormal or twisted body poses or camera rotations, since DensePose
is specifically developed for human body segmentation and it is the one used
in this paper. Mask R-CNN is a general segmentation method for predicting
multiple object classes simultaneously. Furthermore, as shown in Fig. 3, extra
margins add unwanted background that cannot get modified or erased easily
from the output. In contrast, DensePose boundaries are much more precise. Me-
diaPipe, even though it has a dedicated body segmentation model and performs
acceptable in normal situation, its performance drops drastically with complex
backgrounds or unusual body poses.

Although DensePose usually excludes most parts of the hair area from the
body mask, a method is required to remove all remaining hair areas, for instance,
hair covering torso areas. For this purpose, a PSPNet model [34] is trained on the
Figaro dataset [30], a hair segmentation dataset with 1,000 images and manual
precise ground truth. Using a pyramid pooling module, PSPNet can take object
relationships into account, which leads to increase in accuracy for irregular hair
styles and colors.

The three obtained masks (body area, clothing, and hair) are processed using
mathematical morphology operators in order to remove noise and improve the
results. An study to select these operators is presented in Section 4.2.
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(a) (b) (c) (d)

Fig. 3: Body segmentation results. (a) Original image, (b) Mask R-CNN, (c)
MediaPipe and (d) DensePose.

4 Case Example: the visuAAL Skin Segmentation
Dataset

In order to show the effectiveness of our methodology regarding the creation of
datasets for skin segmentation, it is tested on a garment dataset. Next, fashion
and garment datasets suitable for our work are explained. Then, a study is
carried out on the quality of the results by defining proper evaluation metrics.
Furthermore, error sources and ways to address them are discussed.

4.1 Fashion and Garment Datasets

There are several available fashion datasets with cloth labels, bounding box, pose
and attributes from which few provide segmentation masks for each cloth parts
too. A complete list of datasets is shown in [13]. Only FashionPedia [13], Deep-
Fashion2 [7], Runway2Realway [32], and Modanet [35] have main garment and
accessories segmentation at the pixel level. FashionPedia is the newest, consist-
ing of 48,825 of everyday and celebrity event high quality images from different
genders and skin colors, with exhaustive cloth segmentation and fine-grained
attributes. It has the largest set of labeled cloth categories, and then fewer un-
labeled cloth parts which could be mistakenly assigned as skin. To form the
complete garment mask, all garment masks for a given image can be extracted
and accumulated together. Therefore, We choose to validate our methodology
using the FashionPedia dataset.

4.2 Dataset Quality Assessment

Putting aside the garment ground truth masks provided in FashionPedia, which
can be assumed reliable, body segmentation and hair segmentation could impact
the accuracy of the obtained skin masks. In order to measure the quality and
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(a) (b) (c) (d)

Fig. 4: Different error sources of the dataset. (a) Wrong detected body, (b) noisy
body boundaries, (c) missed annotation in FashionPedia, (d) object covering
body mask.

performance of the proposed methodology, 100 images were randomly selected
and manually segmented using the CVAT open source image annotation tool [28].

The evaluation is carried out by comparing these manual ground truths with
the masks generated by our algorithm. In semantic segmentation and skin de-
tection, evaluation metrics quantify the difference between ground truth and
output segmentation and the performance is usually evaluated using statistical
measures including: Precision (P), Recall (R), F1-score (F1), Correct Detection
Rate (CDR), a.k.a Accuracy, Intersection over Union (IoU), a.k.a Jaccard Index,
and Dice Similarity Coefficient (DSC).

Given that in most images, the background is larger than the area covered by
the person, causing class imbalance between skin and non-skin pixels, TN and
CDR are not suitable metrics for skin segmentation evaluation. On the other
hand, Precision and Recall and their integration (F1-score) are designed to deal
with skewed datasets. IoU and DSC (which are highly correlated) have been
proven to be more useful for segmenting small objects in an image and could be
proper choices [6].

Figure 4 shows common error sources when generating the skin masks. First,
DensePose might detect wrong body areas when several persons are in the image
(since FashionPedia only provides garment mask for the main person in it). To
address this issue, we compare the body area obtained with DensePose and the
garment mask obtained from FashionPedia. If both overlap, the body and the
garment masks belong to the same person. Otherwise the image is removed from
the dataset.

The second issue is related to the accuracy of the body and hair segmen-
tation. Though DensePose is much more accurate comparing to other methods,
there are still cases in which body masks include some background pixels around
body boundaries. This issue can also happen in hair removal as the segmentation
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Table 2: Morphology filters effect on the visuAAL Skin Segmentation Dataset.

Body
Erosion

Garment
Dilation

Hair
Dilation

Skin
Erosion

Precision Recall F1-score CDR

7 7 7 7 96.05% 85.94% 90.71% 98.58%
7 5 5 5 95.72% 88.07% 91.74% 98.72%
5 1 3 1 93.45% 93.05% 93.25% 98.92%
5 1 1 7 93.11% 93.27% 93.19% 98.90%
3 1 3 3 92.28% 94.49% 93.37% 98.92%
3 1 1 7 91.94% 94.72% 93.31% 98.91%
1 1 1 1 90.44% 95.8% 93.04% 98.85%
0 1 3 0 90.78% 95.56% 93.11% 98.86%

model may fail to detect all the hair pixels. To address and reduce these errors,
image processing operations and morphology filters are exploited. A study has
been done over 100 manually segmented images using grid search, to find appro-
priate filter sizes (between 0 and 9). The best results are presented in Table 2.
We have employed the one in bold, as it gets good results in terms of F1-score
and CDR, and precision and recall are balanced. For the body mask obtained
with DensePose, erosion filters showed the best effect on the extra unwanted
margins. For garment and hair masks, dilation filters are used to fill the small
holes and cover errors in the boundaries between skin and cloth parts. Though
these filtering may cause losing some amount of the actual skin pixels, they ex-
clude the non-skin parts from skin masks which is much more important for the
purpose of this dataset.

The third issue is due to wrong mask labels provided in the FashionPedia
dataset. Although it includes very accurate garment annotations, there are im-
ages in which one part of clothing, for instance pants, are skipped or missed.
In these cases, since there are no correct garment labels to get subtracted from
body mask, those body parts would be assigned to skin class in the output.
Although these cases are rare, they cannot be detected in an automatic labeling.

The last case are small clothing parts which classes are not included in the
FashionPedia dataset such as necklaces and wristbands, and external objects
which may exist in the body boundaries such as cups or phones. Since these
parts are blocking the garment, they are not included in the garment annotations.
Then, the pixels belonging to them will be added to the skin masks. These cases
are also rare and the objects are mostly small. Therefore, they are ignored in
this work, considering them as some amount of noise of our dataset.

4.3 The visuAAL Skin Segmentation Dataset

Applying the proposed methodology to the FashionPedia dataset, allows the
creation of a new large-scale skin segmentation dataset, named the visuAAL
Skin Segmentation Dataset. It contains 46,775 high quality images divided into
a training set with 45,623 images, and a validation set with 1,152 images, from
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Fig. 5: Samples from the visuAAL Skin Segmentation Dataset.

Table 3: Traditional skin detection methods evaluation on the visuAAL Skin
Segmentation Dataset.

Method Precision Recall F1-score CDR DSC

Histogram 42.11% 74.14% 53.72% 89.72% 53.71%
Watershed 28.78% 82.90% 42.73% 82.12% 42.72%
Adaptive Threshold 38.72% 60.93% 47.35% 89.10% 47.35%

which 100 images have been annotated manually. The dataset is diverse, cov-
ering different indoor and outdoor backgrounds, skin tones and body poses.
From the FashionPedia dataset, non-skin and garment-only images and im-
ages containing multiple persons have been removed. Comparing to Table 1,
it includes many more images than previous datasets for skin segmentation,
and the annotations can be assumed relatively precise. Some samples of the
visuAAL Skin Segmentation dataset with the corresponding skin masks are pre-
sented in Figure 5. The dataset is available at https://github.com/visuAAL-
ITN/SkinSegmentationDataset.

5 Baseline

Several existing methods for skin detection and semantic segmentation are tested
on this new dataset to evaluate their performance. Some well-known traditional
skin detection along with more recent deep learning segmentation architectures
have been implemented. The experimented traditional methods are inspired by
Adaptive Threshold [25], Histogram-based [33] and Watershed [16] methods. The
poor performance of these methods showed in Table 3, can implies that they are
highly biased on the reported datasets.

There are many works using semantic segmentation based methods as a back-
bone of their approach. Due to the lack of standard evaluation of these methods,
we evaluated the most successful semantic segmentation architectures on our
dataset, so that they can be used as a baseline to improve. These architectures
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Table 4: Semantic Segmentation Methods Evaluation on the visuAAL Skin Seg-
mentation dataset.

Method Precision Recall F1-score CDR DSC

FCN 70.34% 84.88% 76.80% 97.11% 74.40%
SegNet 80.71% 80.12% 80.29% 97.75% 78.82%
UNet 82.66% 85.34% 83.83% 98.01% 82.38%
HLNet 76.50% 79.86% 78.01% 97.43% 76.08%
DSNet 85.80% 85.08% 85.40% 98.35% 84.14%

include standard FCN [17], SegNet [1], UNet [26], HLNet [5] and DSNet [10].
Table 4 shows the results with these deep models.

It is worth mentioning that in the skin segmentation task, Precision means
the ratio of actual skin pixels to all predicted skin pixels by the model, and Recall
is the percentage of detected skin pixels from all the skin pixels appearing in the
image. Therefore, depending on the task, the metric priority can be different.

6 Conclusion

This paper presents a methodology for creating large-scale skin segmentation
datasets from garment datasets by exploiting state-of-the-art deep learning and
semantic segmentation methods. Unlike previous adapted datasets, which are
mostly based on face or hand datasets, this dataset is based on the whole hu-
man body. This methodology has been validated by creating a new dataset, the
visuAAL Skin Segmentation Dataset, which includes more images and in more
diverse conditions than previous datasets. The efficiency of the obtained masks
is validated by using a small sample of images manually annotated. In the near
future, the dataset will also provide the skin areas related to each specific body
part. Adding these annotations to the original garment datasets can make them
more diverse and useful for different applications in human related segmentation
tasks, and appearance and nudity detection. In future works, we aim at address-
ing the four issues presented in Section 4.2. To create a more precise version of
the dataset, computer vision techniques will be used to remove non-skin areas,
such as eyes, eye brows and lips. Additionally, object detection and segmentation
methods can be exploited in the body boundaries in order to detect wrong or
missing labels in the garment dataset. Finally, this methodology has been ap-
plied to the FashionPedia dataset. There are other bigger datasets with garment
annotations at the pixel level. However, each of them have specific issues that
need to be solved before applying the methodology, e.g. masks are not accurate
or unlabeled clothes/accessories.
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