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Abstract. In recent years, neural networks (NNs) have gained much
maturity and efficiency, and their applications have spread to various
domains, including some modules of safety-critical systems. On the
other hand, recent studies have demonstrated that NNs are vulnerable
to adversarial attacks, thus a neural network model must be verified
and certified before its deployment. Despite the number of existing
formal verification methods of neural networks, verifying a large network
remains a major challenge for these methods. This is mostly due to
the scalability limitations of these approaches and the non-linearity
introduced by the activation functions in the NNs. To help tackle this
issue, we propose a novel abstraction method that allows the reduction
of the NN size while preserving its behavioural features. The main idea
of the approach is to reduce the size of the original neural network
by merging neurons belonging to the same layer, and defining the new
weights as intervals and sums of absolute values of those of the merged
neurons. The approach allows for producing an abstract (i.e., reduced)
model that is smaller and simpler to verify, while guaranteeing that
this abstract model is an over-approximation of the original one. Our
early experiments show that the approach enhances the scalability when
performing verification operations, such as output range computation,
on the abstract model.

Keywords: Neural network abstraction - Neural network verification -
Over-approximation - OQutput range computation

1 Introduction

Neural networks (NNs) are a machine learning technique that is extensively
integrated today in several domains, such as financial transactions and trading,
image recognition and object detection [13]. Moreover, NNs are increasingly
deployed in safety-critical systems such as autonomous vehicles and trains [3JI8].
The standard evaluation methods of neural networks, that rely on running a
series of tests on a finite subset of sample input data, cannot provide any
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guarantee on the unseen samples. Indeed, these methods have proven to be
sensitive and easy to fool by applying imperceptible perturbations. For instance,
some undesired behaviours can be generated by applying small perturbations on
the inputs [12122]. This raises the issue about how these models can be verified
and certified when it comes to deploy them in safety-critical systems.

Being given the accomplishments of formal methods in proving safety
features in different software and hardware systems including in safety-critical
applications [2/4], the idea of applying these methods on NNs has attracted a
lot of attention; significant progress has been achieved in recent years and many
NN verification methods and tools are developed [823]. In fact, NN verification
methods can be classified into two main groups: complete and incomplete.
Complete verification methods, also called exact methods, encode the exact
behaviour of the model and the property to verify as linear programming (LP)
problem, and then apply an adequate LP-solver to perform the verification.
Mixed-Integer Linear Programming (MILP) and SAT/SMT based methods are
the main techniques in this category of NN verification methods [BIGIOUTTITH].
Because of the non-linearity of NNs (related to non-linear activation functions),
these methods are able to verify only small networks. In contrast, incomplete
methods construct an abstract model, generally by linearizing the activation
function using abstract domains [20], linear functions [6] or some quadratic
functions [25]. These methods are more scalable and can verify larger NNs, but
since they actually investigate over-approximations of the model, they suffer
from spurious counterexamples.

The main challenge of the aforementioned works lies in their scalability;
indeed, the existing methods do not scale to verify large NNs [8I23]. To
handle this issue, some model reduction methods are proposed [TI7IT6IT7ITII2T].
The broad concept of these methods is to reduce the size of the neural
network by merging some similar-behaving neurons while guaranteeing an over-
approximation of the original network. This ensures that the property at hand
holds on the original network whenever it holds on the reduced one.

In this work, we propose a novel NN reduction method to enhance the
scalability of NN verification techniques. The method consists in merging nodes
in the same layer based on formulas for calculating their incoming and outgoing
weights. The obtained model N over—approximate the behavior of the original
one N, i.e., for every input z, the output y of N is included in the set of outputs
Y of N. The obtained network N is called an interval neural network since it may
have interval weights [I7]. To evaluate the efficiency of the proposed approach,
we implemented it as a Python framework and used it to build the abstract
model.

With regard to the related works, the closest approaches to our work are
those proposed by Prabhakar and Afzal [I7] and Elboher et al. [7]. The former
is based on taking the interval hull of the incoming and the outgoing weights
of the merged neurons. In our method, we replace the outgoing weights by the
sum of the absolute value of the weights to enhance the precision. Elboher et

3 With a slight abuse of notation, we write N C N.
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al. [7] abstract the outgoing weights by taking their sum after ensuring that
they have all the same sign (positive or negative). In addition, the abstraction
of incoming weights is done by either taking their min or max depending
on the category of the merged neurons (only neurons belonging to the same
category can be merged); hence an important preprossessing phase is required
before applying the abstraction. In our approach, no preprossessing phase is
required and, theoretically, all neurons of the same layer may be merged together.
In addition, and unlike these approaches that support only NNs with Relu,
our approach can abstract networks with T'anh and Relu activation functions;
furthermore, it can be extended to cover a wide range of activation functions.

The remaining of this paper is structured as follows: in Section [2] we provide
a technical background on NNs and their verification. Section [3]is devoted to
presenting our abstraction approach. Section [ is dedicated to the numerical
evaluation of the approach based on the ACAS Xu benchmark. Finally, section [j]
provides some concluding remarks and future work directions.

2 Background

2.1 Neural Networks

Input Hidden Hidden Output
layer layer 1 layer 2 layer

rl —

— yl
2 —

— y2
x3 —

Fig.1: Example of a neural network

A neural network N is a set of layers L = {lg, l1, ...l,} where [y and [,, are the
input and the output layer, respectively, and H; = {l; : 1 <+i <n — 1} is the set
of hidden layers. Each layer [; contains a set of nodes S;, such that V1 < i < n,
a node s;; € S; is connected to all the nodes s;_1 ;, of the predecessor layer I;_;
with weighted edges wj-k = w(8;—1,k, Si; ). Accordingly, the value v(s;;) of a node
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5;5 € S;: 1 <4 < n can be calculated using Equation
{Z(Sij) =Y ses, , w(s, i) X v(s) +bs,,; W

v(si5) = a(z(s45))

where a : R — R is the activation function of node s;;, and b, is its bias.
Calculating the output of N for a given value of the input z is performed by
calculating v(sy;), Vs, € Sy. This can be done by initializing Sy with the given
values of x (x is a vector and |Sy| = |z|), and then repeatedly applying Equation
to each hidden node s;; € S;,i € {1,2,...,n}. In this paper, and for the sake
of simplicity and readability, z;; can be used to denote the value of a node
sij € S; before activation instead of z(s;;), similarly, the value after activation
can be denoted as v;;. Besides, the value of a hidden layer I; for a given input is
represented by the column vector V; = [v;1, via, ..., vi|si|]T.

Prabhalar and Afzal [I7] introduced a new representation of neural networks
called interval neural networks (INNs). The weights of edges in INNs are intervals
w = [w',w"] instead of scalars as in classic NNs. It is worth noticing that the
classic neural networks can be considered as a particular case of INNs where
w! = w*. The general structure along with the operations on INNs are similar
to those on NNs.

As mentioned before, o in Equation [I]is an activation function. Recall that
there are various types of activation functions which are used in NNs. Equations|[2]
and [3| represent Relu and Tanh activation functions, respectively.

relu(zx) = max(0,x) ; zeR (2)
et _ e~ %

tanh(z) = ———; R 3

anh(zx) prymperl S (3)

A neural network can be seen as a function A : RISl — RISn| guch that:
N(z) = fu(fn-1(...(fr(x))...), where f; is the corresponding function of layer
l;, for 1 < i < n. Fig. [I] depicts a network of 3 inputs, 2 hidden layers and 2
outputs. Its associated function is: N : R3 — R2, s.t: N'(z) = f3(f2(f1(2))).

Remark 1. Notice that a neural network with a activation function (denoted
as a-NN) means that the same function « is applied on all its hidden layers.
For instance, a Relu-NN (resp. Tanh-NN) has only Relu (resp. Tanh) activation
functions.

2.2 Verification of Neural Networks

Formal verification is the process of checking the correctness of a system model
M with respect to a set of specifications, i.e., to check whether or not a model of
a system satisfies a set of requirements (specifications) [4]. A formal verification
method is used to prove that some property P holds on a system-model M
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(a) The original network (b) The abstract network

Fig.2: An example explaining the main idea of the proposed approach.

(denoted as M = P); otherwise, some counterexamples illustrating that P is
not satisfied by M (M £ P) can be issued.

Similarly, NN verification consists of determining whether the NN model N
satisfies some property P, which is generally defined by a set of constraints on
its input and output. That is to say, the NN verification problem can be defined
by the tuple (N, Pre, Post) where N is the NN model, Pre is the set of input
constraints and Post is the set of output constraints [14]. Let us denote by
N : RISl — RIS»I the associated function of N, a verification property P on N
can be formally expressed as:

vz € RI%l Pre(z) = Post(N(x)) (4)

3 Proposed Approach

3.1 Main Idea

In this paper, we propose a method to construct an over-approximation of NNs
by merging neurons that belong to the same layer. To explain the general idea of
the method, let us refer to Fig. [2] where the original network N is presented on
Fig. |2aland its abstract network N after merging nodes s; and s, is presented on
Fig. 2B The challenge is how to determine the weights of the edges connecting
the node § to the previous and the next layer, while ensuring that y = v(s)
is included in § = ©(3) for all possible values of s;, (keeping in mind that
the values of nodes of the abstract network N are intervals). The value of s is
y = alc x v(s1) +d X v(s2)), and the value of its associated abstract node § is
g = a(w20(8)), s.t: 9(8) = a(wiz), where s is the weight connecting § to 5 and
w1 the weight w(s;y, s). Our goal is to calculate g in such a way that y € §. We
can define the abstract incoming weight of § as w; = [min(a,b), maxz(a,b)] to
ensure that v(s1) € 0(8) and v(s2) € #(8). The next step is to define wy. One
way to do that is to sum ¢ and d, i.e., w2 = ¢ + d. However, in case of ¢ = —d,
the sum would be zero (which leads to always having § = 0). To avoid that,
we take the sum of the absolute value of ¢ and d, and we transfer the signs of
c and d backward to the previous layer’s weights. The formula for calculating
the interval weights will be provided in the sequel for T'anh and Relu activation
functions.
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(a) A sub neural network containing (b) The sub neural network after
three hidden layers, we want to merge abstraction. Here wg,wz 1<k <mare
the two nodes of layer ;. the weights calculated using formula @

Fig.3: An illustration of our abstraction method applied on a hidden layer [;.
The model on the right is the abstraction of the one on the left, where the node
5 is obtained upon merging s;, and ;4.

For the sake of clarity, we firstly provide the abstraction formula for the case
of merging two neurons. Then, we discuss the general formula when it comes to
the case of merging a set of neurons.

Let us consider the example in Fig. [3] showing a sub-network that contains
three hidden layers with the same activation function «, and we aim to merge
neurons s;, and s;q of layer [;. The incoming weights to s;;, and s;, are denoted
by aj and by, respectively. Formally, ar, = w(s;—1.k, Sip) and by = w(si—1,k, Siq)
for each s;_1 1 € S;—1. Analogously, we denote the outgoing weights by c; and
d; such that ¢; = w(s;p, siy1,5) and d; = w(siq, Sit1,5), for all s;1; € Siy1.

Definition 1. We define the sign function in this paper as follows: sign : R —

{_171}
sign(x) = {1’ fz20 (5)

1, otherwise

3.2 Abstraction for NNs with Tanh

In this part, we suppose that the used activation function o = tanh. The
abstraction of the two nodes of I; is obtained by applying the steps presented in
Procedure [I1

Procedure 1

1. Create a new node §
2. Calculate the incoming weights of 8:Vs;—1 € Si—1 : w(8i—1.k, 8) = [W}, D},
such that:
w;c = min {sign(c;) ag, sign(d;) bi}
1<j<n

Wy = max {sign(c;) ak, sign(d;) bi}
1<j<n
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(a) The original model N: s;;, and s;q (b) The obtained model N after
of layer [; are to be merged. abstraction.

Fig.4: An example of the abstraction method applied on two neurons of hidden
layer I;. Let us take v(s;—1,1) = 2, then we have v(s;41,1) = 0 and v(s;41,2) = 10,
0(sit1,1) = [—20,30] and 9(s;+1,2) = [—8,12]. Hence, the over-approximation is
fulfilled, since v(s;y1.%) € 0(siy1,5) for k=1,2.

where n = |S;11] is the the number of neurons of l;41.
3. Calculate the outgoing weights of 5, namely Vs;y1; € Sita1:

W(8;8i41,5) = les| + |dg] (7)
4. Calculate the
biases of 3: by = [bL,bY], such that: b, = 1r<r11£1 {sign(c;)bs,,, sign(d;)bs,, }
<j<n
and b¥ = [max {sign(c;)bs,,, sign(d;)bs,, }, where by, and by, are the biases
jsSn

of sip and glq_, respectively.
5. Remove s;, and siq from S;, add 5 to S; and connect 3 to the nodes in l;_;
and l;41 using the calculated weights.

Procedure [I] can be applied repeatedly on the same layer to merge pairs
of neurons, and can be iterated on multiple layers. An example depicting the
execution of our abstraction method is given in Fig. [

Proposition 1. Let N be a NN with Tanh activation function. The application
of Procedure 1| on a hidden layer l; : i € {1,2,...,|N| — 1}, guarantees that for
every possible value of v;_1(s),s € Si—1: Vit1 € Viy1. [ ]

Due to the limit on the number of pages, the proofs are omitted from this
version of the paper.

Up to now, we have considered the procedure of abstraction through
the successive merging of two neurons each time. Hereafter, we propose the
generalized procedure to merge more than two nodes at the same time. This can
be done by updating equations [f] and [7] as follows:

Procedure 2
Lets denote by S C S; the set of neurons to merged:
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N @
'\./. '\./.

(a) A fragment of the original (b) The obtained partition after
model N: we want to merge s; and abstraction procedure defined by
52. Equations |§| and E

Fig.5: A counter-example of applying Procedure |l|on a Relu NNs.

1. Incoming weights of the abstract node §:

ﬁ/fﬁ = min  {sign(w(s;,s’)) X w(Si—1,k, )}
5;€5,5'€Si41

Wy = max  {sign(w(s;,s")) X w(si—1,x,5:)}
5;€85,8'€Si4+1

2. Outgoing weights for each s’ € Siy1:

i(s,5) = 3 (s, o)

Srieg

Corollary 1. Let N be a network with Tanh activation function, and N its
abstract model obtained using Procedure [3 on one or multiple hidden layers.
Then, the following holds: N C N. |

Remark 2. Applying the proposed abstraction method until saturation would
result in a network with a single neuron in each hidden layer, which would be
a massive reduction of the size of the original network. However, it is plain to
state that there is a trade-off, between the size reduction of the original model
and the precision of the obtained abstract model, to be considered.

In the previous section, we considered networks with Tanh activation
function. In the next section, the approach will be adjusted to handle Relu-
networks.

3.3 Abstraction for NNs with Relu

We present in this section an adaptation of Formula [f] in order to extend our
abstraction technique to NNs with Relu. The Relu eliminates the negative values.
Hence, when we shift the signs of ¢; and d; back to previous layer (see Fig. , the
lower bound of the obtained output may be greater than the original output (as
shown in Fig. [5); namely assume that v(s1) = 1, then v(s4) = 4 & 9(s4) = [6,9].
To tackle this issue, we propose the following procedure to calculate the lower
bound of the incoming weights for NNs with Relu activation function.



Interval weight-based abstraction for neural network verification 9

-3,3 T 3
Omn 2nO
N

Fig.6: An example illustrating the execution of Procedure [3{on a NN with Relu

Therefore, we update the main abstraction procedure, presented in
section [3.I] by adding a condition that checks whether the incoming and the
outgoing weights have the same signs. Adding such a condition guarantees that
the abstract model over-approximates the behaviour of the original one. For
instance, let us apply the new abstraction procedure on the same sub-network
presented in Fig. Assume again that v(s;) = 1, then the value of sy is
v(s4) = 4. Its abstract sub-network is presented in Fig. [} and for the same value
of s1 (v(s1) =1) 0(sa) = [0,9]; hence, v(sq) € D(s4).

Procedure 3

1. Create a new node 3

2. Let c; (resp. d;) be the outgoing weight c; (resp. d;) such that sign(c;*)ay =
min {sign(c;) ar} (resp. sign(d;*) by, = min {sign(d;) bx}).
1<j<n 1<j<n

Calculate the incoming interval weights of 5 as follows: Vs;_1 € Si—1,

w(si—1 4, 8) = [WL, ®Y], such that:

(a) if sign(ax) # sign(c;) or sign(by) # sign(dj), then:

Wl = min {sign(c;) ax, sign(d;) by}
1<j<n
wp = max {sign(c;) ax, sign(d;) by}
1<j<n
(b) if sign(ar) = sign(cj) and sign(bi) = sign(d;) then:

= 1ré1jagxn{8ign(cj) ak, sign(d;) by}

3. Calculate the outgoing weights of § as follows:
Vsiy1,j € Sip1, (3, siv1,5) = |ej| +1d;]

4. Remove s;, and s;q from S;, and add 3 to S;. Connect 5 to the nodes in l;_;
and l;41 using the calculated weights.

5. After applying the abstraction on all hidden layers, replace all the remaining
scalar weights w € R by an interval: [min(w,0), maz(w,0)].

Proposition 2. For a network N with the Relu activation function, applying
the abstraction method defined in Procedure[3 on a layer l; : i € {1,...,|N|—1}
guarantees that for every possible value v;_1(s) of s € S;—1 and Vs;41,; € Sit1 :
v(si+1,5) € v(8i41,5)-
|
Notice that in Propositions |1} and we assume that the layers [;_1, [; and
l;+1 have the same activation function (either Tanh or Relu).
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4 Early Experiments

We implemented our abstraction method as a Python framework while
considering a NNET format reader [I0]. The user can set the abstraction’s
parameters, such as the maximum number of nodes on each layer after
abstraction and the strategy of nodes selection. In our analysis, we simply
used random selection, but different nodes’ selection strategies (using heuristics
for instance) can be integrated. To evaluate the performance of our proposed
method, we conducted a series of experiments on the ACAS Xu benchmark [I0].
This benchmark is a set of 45 NNs pertaining to an airborne-collision avoidance
system. Each network has 300 hidden nodes (6 hidden layers with 50 neurons
each), 7 inputs and 5 outputs.

After uploading the model N from the NNET ﬁleEl, we generate 5 abstract
models N; ,i € {1,2,3,4,5} with 5, 15, 25, 35 and 45 nodes on all hidden layers,
respectively. We also considered some constraints on the NN input, namely
specified by property ¢5 as defined in [IT]. Moreover, we used the Interval Bound
Propagation (IBP) algorithm [24] for calculating the output range of N and
and abstract networks N;. Over 50 random runs, we calculated the average
of the abstraction time for each abstract network N; and we compared the
average of the output ranges (upper bound) and the IBP computation time of
abstract networks to those of the original network N. The obtained results are
summarized in Figures [7a] [7D] [§

From Fig. [7a] we can observe that the precision of the abstract model highly
depends on the number of the merged nodes, i.e., allowing for more abstract
nodes leads to less precise abstract models. Contrarily, the output computation
time is proportional to the number of nodes on each layer as shown in Fig. [7b]).

4 The network ACASXU _eaperimental_v2a_1_1.nnet is used in this work.

1e10 Average of output range IBP Computation time

—— Networks N; 160
20 Network N
140
120

100

Output range
Time (ms)

80

60
05

40

—— Networks i;

20 Network N

0.0

5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40 45
Number of nodes/layer Number of nodes/layer

(a) Average of upper output range on (b) IBP computation time on the original
dimension 1 and the reduced models

Fig.7: Comparison between the output and computation time of the original
and the abstract models
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The number of nodes Njlayer

Fig.8: Abstraction time for different size of abstract models.

It is straightforward to notice that the fewer the number of nodes of each
layer, the faster the computation is performed. Although IBP is among the
fastest verification methods, its computation time is significantly higher than
the abstraction time which can be neglected if a more costly verification method
is applied.

5 Conclusion

In this paper, we proposed a novel NN reduction method for the sake of
enhancing the efficiency of various analysis operation that can be performed on
NN, such as, for instance, the computation of the output range (for invariant’s
checking for instance) or any other verification operations. Our method can
be applied on both feed-forward Tanh-NN and Relu-NN. Yet, the approach
can be extended to further activation functions. The model reduction approach
guarantees that the abstract model is an over-approximation of the original one.
Therefore, once some property is satisfied on the abstract model N, it necessarily
holds on the original one N.

The approach is implemented using Python, and an experimental study was
conducted to analyse the efficiency and the precision of the generated abstract
model. The conducted experiments on the basis of a state-of-the-art benchmark
show how the precision of the abstract model is impacted by the size of its hidden
layers. Furthermore, we showed that the proposed method can effectively reduce
the output range computation time.

In the present paper, we proved the over-approximation of the abstract model
w.r.t. the original one in the case of Tanh and Relu activation functions. In future
work, we aim to extend the proof to consider the Sigmoid, Leaky Relu and SELU
activation functions. In addition, in the present work, the nodes to be merged
were selected randomly; but we intend to develop some nodes’ selection heuristics
that can improve the precision of the abstract model.
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