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Abstract. Deep neural networks have achieved remarkable performance
in various applications but are extremely vulnerable to adversarial pertur-
bation. The most representative and promising methods that can enhance
model robustness, such as adversarial training and its variants, substan-
tially degrade model accuracy on benign samples, limiting practical utility.
Although incorporating extra training data can alleviate the trade-off
to a certain extent, it remains unsolved to achieve both robustness and
accuracy under limited training data. Here, we demonstrate the feasibility
of overcoming the trade-off, by developing an adversarial feature stacking
(AFS) model, which combines multiple independent feature extractors
with varied levels of robustness and accuracy. Theoretical analysis is
further conducted, and general principles for the selection of basic feature
extractors are provided. We evaluate the AFS model on CIFAR-10 and
CIFAR-100 datasets with strong adaptive attack methods, significantly
advancing the state-of-the-art in terms of the trade-off. The AFS model
achieves a benign accuracy improvement of ~6% on CIFAR-10 and ~10%
on CIFAR-100 with comparable or even stronger robustness than the
state-of-the-art adversarial training methods.
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1 Introduction

With the assistance of big data and powerful parallel computing platforms, deep
neural networks (DNNs) [6/I2I9U7] have achieved significant success in computer
vision and natural language processing. However, DNNs are extremely vulnerable
to adversarial perturbation, which is imperceptible by humans but can fool the
state-of-the-art deep models to give wrong predictions [14]. The poor robustness
of DNNs hinders applications of DNNs in security-critical scenarios. Till now, a
large body of work has been proposed to enhance model robustness [SITJI6]. From
a comprehensive consideration of feasibility and effectiveness, adversarial training
based on projected gradient descent (PGD-AT) [I0] remains one of the most
promising and popular methods to improve model robustness. Unfortunately,
PGD-AT and its variants [ITI20J17] substantially degrade model accuracy on
benign samples, which limits their value for tasks in practice. Remarkably,
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augmenting the training set with extra data can mitigate the trade-off to some
extent[2]. However, additional training data is not always available due to the
heavy cost of data collecting and labeling. This motivates us to explore the
following question: can we obtain both accurate and robust models at
the same time without extra training data?
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Fig.1: Comparison of PGD-AT [I3], TRADES [19], FAT [20], TLA [1I], LB-
GAT+TRADES [4], and AFS. The robustness is evaluated on CIFAR-10 using
PGD attack under the perturbation budget of 8/255. Our model significantly
improves the trade-off.

To answer this question, we first investigate the influence of the features
extracted by the networks with different training algorithms on the model accuracy
and robustness. For convenience, we refer to the accurate features as the features
that are highly correlated to the labels, and the robust features as the features
that remain almost unchanged with adversarially perturbed inputs. Adversarial
training with large perturbation budgets can hinder the network from learning non-
robust but predictive features [BUI5], which are important for accurate predictions
of benign samples. From this perspective, the trade-off between accuracy and
robustness can be interpreted as it is difficult to train a single network to extract
both robust features and non-robust but accurate features.

To solve this dilemma, we develop an adversarial feature stacking (AFS)
model with a two-stage training paradigm. The AFS model combines the features
extracted by multiple separately trained networks with varied levels of robustness
and accuracy. Then, we adopt a linear merger to fuse the useful features to give
final predictions. Due to the availability of accurate features and robust features,
the AFS model can facilitate predictions with both accuracy and robustness. We
analyze the AFS model theoretically and evaluate it on CIFAR-10 and CIFAR-100
datasets with advanced adaptive attack methods, which significantly improves
the trade-off between accuracy and robustness as presented in Figure [I] The
experimental results indicate that it is feasible to obtain a model with high
accuracy and strong robustness under limited training data. Our key
contributions are summarized as follows:
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1 A stacking model is developed to fuse the features extracted by multiple
networks with different levels of robustness and accuracy. The stacking model
is further analyzed theoretically and general principles are derived for selecting
the basic feature extractors.

2 The AFS model is verified on CIFAR-10 and CIFAR-100 datasets with ad-
vanced attack methods. The experimental results demonstrate the feasibility
to achieve both high accuracy and strong robustness without extra data.

3 We conduct extensive ablation experiments and analyze the characteristics
of the linear merger, verifying the effectiveness of the AFS model.

2 Methods

In this section, we will introduce the overall architecture and the training methods
of the proposed AFS model. In this work, we focus on the norm bounded
adversarial perturbation for classification tasks. The AFS model can be generalized
to other tasks and the adversarial perturbation with other constraints.
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Fig.2: The schematic of the AFS model. The AFS model fuses the features
extracted by multiple networks with a learnable linear merger. These networks
are adversarially trained with varied perturbation budgets. The classifier is
optimized to select useful features for both accurate and robust predictions.

2.1 Overall architecture

The AFS model consists of two parts: several pre-trained feature extractors with
varied levels of robustness and accuracy and a linear merger to fuse the features,
whose overall architecture is illustrated in Figure 2] Generally, as discussed above,
there are two types of feature extractors. For a given benign input, some of
these pre-trained extractors can extract accurate features, thus contributing more
accurate predictions. The others of these pre-trained extractors can extract more
robust features that are not easily affected by the adversarial perturbation. The
robustness and accuracy of pre-trained feature extractors can be determined by
the strength of the defense methods. The processing procedure of the AFS model
can be formulated as follows:

2z =wlG(x;0) + b, (1)
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where x and z denote the input and the prediction, respectively. w and b are the
trainable parameters of the linear merger. G(x; ©) is formed by concatenating
the features generated by the pre-trained extractors along the feature dimension.
© denotes the set of parameters of all the extractors, which is presented as the
following equation:

G(x:0) = [g1(:00)7, ga(;02)T ..., g (2 00)7] ", (2)

where g; is the i-th feature extractor parameterized by 6;, whose outputs are
high dimensional vectors. These feature vectors are concatenated together to feed
into the linear merger.

2.2 Adversarially trained feature extractor

In this work, we use the networks that are adversarially trained with different
perturbation budgets as the feature extractors. The perturbation budgets should
range from small values to large values. These networks trained with different
perturbation levels can extract either more accurate features or more robust
features with a large diversity. The models enhanced by other defense methods
with different levels of robustness and accuracy can also be the candidates of
the feature extractors. The feature extractors used in this work are separately
trained with PGD-AT method [I0]. The training objective of each extractor is
formulated as follows:

min E yep max £ [wiTgi(i“;Hi) + b,’,y} , (3)
0i,w;,b; le—=|lp<e;
where ¢; is the perturbation budget for the i-th feature extractor and w;, b; are
the parameters of the corresponding linear classifier. D is the data distribution
and y is the true label. The inner maximization is solved by PGD method, whose
iterative formula is presented as follows:

%o = x + Uniform(—e;, €;)

4
Er1 = Ps (& +n-sgn (VoL [w] gi(8x:60:) + bi,y))) @

where 7 is the step size and sgn(-) is the sign function. Ps is an operator to
project & into the image space.

2.3 Linear merger

A naive approach to fuse the features is to take the average of the outputs of
the original corresponding classifiers. However, this approach cannot adaptively
select features. To address this issue, we propose a learnable linear merger to
fuse the diverse features to give final predictions, which can balance the total
accuracy and robustness when considering all the features. After obtaining a
group of feature extractors, the linear merger is trained on the generated features.
To balance the final accuracy and robustness of the whole stacking model, the
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features of both benign samples and adversarially perturbed samples are used
to train the merger. The training objective of the linear merger is presented as
follows:

milr)1 E@yep{al [w'G(z;0) +b,y]

+ max (1—a)l[w'G(%;6)+b,yl}, (5)

32—, <e

where « is the ratio ranging in [0, 1]. a can balance the loss for accuracy and
robustness. € denotes the perturbation budget for training the merger. The crafting
method of the adversarial perturbation for adversarial training is the same as
the Equation [4 except for targeting the whole model. A small « encourages the
merger to use more robust features to give robust predictions. On the contrary,
a large a encourages the merger to use more accurate features to give accurate
predictions.

2.4 Theoretical analysis

To understand why fusing multiple networks can improve performance, we conduct
a brief theoretical analysis of the stacking model to explore the underneath
mechanism. In addition, a general principle for the selection of the perturbation
budgets is derived. Without loss of generality, we consider a binary classification
problem with y € {1} and stacking three networks trained with perturbation
budgets €; < €2 < €3. The error rate of each single network under the evaluation
attack strength of A can be calculated as follows:

err; = K y)ep " mﬁX<A [1 —sgn(w] g:(2;0;) + b;) - y] /2,
T—z||p<

= E 1 — S Ai . 27
@uyep  max [1—sen(Z)-y]/

where Z; is the logit of the network ¢ under the input perturbation:

2 = w] gi(3;0;) + b; (7)

The maximum perturbation of Z;, denoted by A,,, is strongly correlated
to the error rate of the network under the adversarial perturbation, which is
presented as following equation:

A, = ma Zi—2zillp - 8
2z IIi—CEHi{SA [l 2 i ||p (8)

A,, decreases with training perturbation budgets, which can be validated
empirically. The error rate of the stacking model with the weighted average of
logits of single networks can be calculated as follows:

err = E(J;,y)ED I mﬁX<A [1 - Sgn(EZAzéz) ’ y} /27 (9)
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where \; > 0 and X;\; = 1. As an instance, to make the error rate of the
stacking model lower than the single network such as the second network, a
sufficient condition is to make the maximum perturbation of the logit of the
stacking model smaller than that of the single network, which can be presented
as the following equation:

ElA’LAZ, < AZQ. (10)

To make the above equation hold, one solution is to make A,, concave with
respect to the perturbation budget ¢ used to train the single network. This
condition is a practical standard for the selection of perturbation budgets. Note
that in the derivation, the evaluation attack strength A is not fixed as a specific
value. Therefore, lower error rates under a range of A show improved trade-
off. As a general case of the above logit averaging model, the proposed feature
stacking model uses a learnable merger to fuse features, which is more adaptive.
In practical applications, to reduce computation overhead, we can train multiple
networks with evenly-spaced perturbation budgets to calculate A, and then
filter the candidates according to the above standard.

3 Experiments

In this section, we conduct a series of experiments to verify the effectiveness of the
AFS model. The effects of different parameter settings on the performance are also
extensively studied. Without loss of generality, we evaluate the AFS model with
the adversarial perturbation bounded by infinity norm. Our code is available at
https://github.com/anonymous1s8f20/afs_code. The experimental settings
are summarized as follows.

Dataset. We conduct experiments on widely adopted CIFAR-10 and CIFAR-
100 datasets for evaluating adversarial robustness. We train feature extractors
on the standard training set without extra training data.

Network. Unless otherwise indicated, we adopt the prevalent wide ResNet
backbone with 28 layers and a width factor of 10 (WRN-28-10) [I8] as the feature
extractor. We use a linear classifier as the merger.

Training. The training setting of CIFAR-10 is the same as CIFAR-100. The
training settings of feature extractors follow the prevalent PGD model with early
stopping [I3]. We train the linear merger 5 epochs. The perturbation budget
for training the merger is set to 8/255. Other settings are the same as those of
training extractors.

Evaluation protocol. We evaluate the model robustness with PGD method
[I0]. We denote PGD-10 and PGD-20 for PGD with 10 steps and 20 steps,
respectively. Stronger attack such as auto attack (AA) [3] is also applied, which
ensembles multiple gradient-based and black-box attack methods. For simplicity,
we refer to the model robustness as the model accuracy on samples with a per-
turbation budget of 8/255. When evaluating the stacking model, the adversarial
perturbation is generated for the whole model.
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3.1 Selection and analysis of basic feature extractors

To form the stacking model, we firstly train multiple WRN-28-10 with evenly-
spaced perturbation budgets from 0/255 to 9/255, which are named network-0
to network-9. The accuracy and robustness of these networks are summarized
in Table (1] It can be seen that the network trained with a larger perturbation
budget has lower accuracy and stronger robustness. According to the selection
standard, A,, should be concave with respect to the training perturbation. As
shown in Figure[3] A,, of the network trained with perturbation budgets less
than 3/255 is not concave. Thus, these networks should not be fused. We select
the networks trained with the perturbation budgets less than 9/255 and larger
than 2/255 as the candidates of the feature extractors.

0 2 4 6
Pert. budget

Fig.3: The plot of A, under the evaluation attack strength of 8/255 versus
the training perturbation budget. A, of the network trained with perturbation
budgets less than 3/255 is not concave.

Table 1: Accuracy and robustness of basic extractors (%)

Network 0 1 2 3 4 5 6 7 8 9
Pert. |0/255 1/255 2/255 3/255 4/255 5/255 6/255 7/255 8/255 9/255
Clean |94.62 93.92 93.50 92.16 91.17 90.21 88.52 87.30 85.15 83.85

PGD-10 0 15.10 31.48 39.12 44.63 47.76 50.16 52.88 54.76 55.02

PGD-20 0 10.71 27.41 36.64 42.65 46.12 48.76 51.74 54.06 54.37

As a preliminary analysis of the features extracted by these candidates, we
visualize the 2-dimensional embeddings of some benign test samples using t-
SNE method. As shown in Figure [4] we present the t-SNE embeddings of the
features generated by the network-3 and the network-8, and the embeddings of
the concatenation, respectively. The features extracted by the network trained
with small perturbation budgets are separated well, but the robustness of these
networks is lower. In contrast, the robustness of the network trained with large
perturbation budgets is stronger, but the features extracted by these networks are
not well separated, thus leading to lower accuracy on benign samples. Notably,
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the features formed by simply concatenating these two types of features are also
separated well, indicating improved accuracy.
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Fig. 4: Visualization of t-SNE embeddings. Different colors denote different classes.
(a)-(c) The embeddings of the features extracted by the network-3, the network-8,
and the concatenation of these two features.

3.2 Effect of a in training the merger

In this section, we study the effect of a. In these experiments, we select 6 networks
trained with perturbation budgets ranging from 3/255 to 8/255 as the feature
extractors. The accuracy and robustness of the stacking models trained with
varied a are summarized in Table [2| The larger the «, the higher the accuracy
and the lower the robustness. However, it should be noted that the trade-off is
significantly improved than single models. We evaluate the robustness of the
stacking model with an « of 0.5 under different levels of perturbation budgets, and
compare it with several single networks. The experimental results are depicted
in Figure The AFS model significantly improves the accuracy without
sacrificing robustness. Practically, the o can be set to 0.5 for a better trade-off.

Table 2: Accuracy and robustness of stacking models with different o (%)

o} 0.0 0.2 0.4 0.6 0.8 1.0
Clean |90.06 90.55 90.80 91.01 91.70 92.60
PGD-10 | 56.16 55.74 55.21 54.61 53.18 48.20
PGD-20 | 54.94 54.65 53.79 53.33 51.89 46.76

To investigate how the features of different extractors influence the perfor-
mance, we analyze the characteristic of the weight matrix of the linear merger
trained with different a. The weight matrix can be divided into several sub-
matrices. The sum of the absolute values of each sub-matrix reflects the impor-
tance of the feature generated by the corresponding extractor. Thus, we calculate
the normalized sum as the importance ratio and plot it versus the stacked single
model under different settings of « in Figure These results demonstrate that
the AFS model indeed utilizes diverse features generated by different extractors
to give predictions.
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Fig.5: (a) Robustness of different models under different perturbation budgets.
(b) The importance ratio of each stacked network under different a.

3.3 Effect of stacking different extractors

In this section, we study the effect of the number of different networks to be
stacked. In this experiment, we select 9 basic networks (network-0 to network-
8) as the candidates to be stacked. We use a 9-dimensional binary vector to
denote whether a single network is adopted. For example, ’100000001” denotes the
setting that network-0 and network-8 are adopted. The accuracy and robustness
of different settings are summarized in Table [3] Generally, the more networks are
stacked, the higher accuracy and the stronger robustness are. As the results show,
stacking network-0, network-1 or network-2 contributes marginally to the total
performance, which is consistent with the proposed selection standard. From the
both consideration of performance and cost, we choose to stack the 6 networks
(network-3 to network-8) as the default setting.

Table 3: Accuracy and robustness of stacking different networks (%)

Setting | 100000001 100010001 101010101 111111111
Clean 86.25 90.00 90.79 91.08

PGD-10 53.30 53.01 53.77 54.90

PGD-20 52.44 51.96 52.44 53.38

3.4 Comparison with state-of-the-art methods

The default AFS model is evaluated on CIFAR-10 and CIFAR-100 with advanced
attacks such as AA, and compared with state-of-the-art defense methods, whose
results are summarized in Table 4] and Table [5| The trade-off is measured by the
mean of the clean accuracy and the robustness evaluated by AA. The results listed
at the bottom part of the table are our implementations. Other results are cited
from original papers. All the methods are evaluated with the WRN-34-10 network
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architecture. The AFS model in this work is based on PGD-AT. Compared to the
PGD-AT with a perturbation budget of 8/255, our AFS model achieves a benign
accuracy improvement of ~6% on CIFAR-10 and ~10% on CIFAR-100 with
stronger robustness. These results indicate that we can obtain a model with both
high accuracy and strong robustness without extra training data. Additionally,
as shown in Figure [I} the AFS model outperforms other methods in terms of the
trade-off.

Table 4: Comparison of different methods on CIFAR-10 (%)

Method Clean PGD AA | Trade-off
FAT [20] 84.39 57.12 53.51 68.95
TLA [11] 86.21 50.03 47.41 66.81
TRADES [19] 84.92 56.43 53.08 69
LBGAT+TRADES [4] 81.98 57.78 53.14 67.56
PGD-AT [13] 85.77 55.53 52.08 68.92
AFS(ours) 90.93 54.70 53.05 | 71.99

Table 5: Comparison of different methods on CIFAR-100 (%)

Method Clean PGD AA | Trade-off
LBGAT+TRADES [4] 60.43 35.50 29.34 44.88
PGD-AT [13] 60.68 30.45 26.59 43.63
AFS(ours) 70.54 29.03 27.36 | 48.95

3.5 Ablation study

To investigate the key points that make AFS model work, we conduct several
ablation experiments on CIFAR-10. The parameters, computational costs, and
performance, are presented in Table [l The baseline model is a WRN-28-10
trained with a perturbation budget of 8/255. For comparison, we train a single
WRN-28-10 with random perturbation budgets ranging from 3/255 to 8/255.
The accuracy of this model improves about 4% at the cost of the same level
robustness degradation, thus failing to improve the trade-off between accuracy
and robustness than the baseline model. The results indicate that training a
single network with different perturbation budgets cannot alleviate the trade-off.

To investigate the effect of the model capacity on the trade-off, we train a
large WRN-28-30 model, whose depth is the same as the default AFS model.
With large width, the parameters and computational costs of the large model are
1.5 times larger than the default AFS model. The accuracy of this large model
improves about 2.5% without degrading robustness. The results demonstrate
that increasing model capacity can improve the trade-off within certain limits
but the improvement is not remarkable. In contrast, with even fewer parameters
and smaller computational costs than the above mentioned large model, the
AFS model can significantly improve the accuracy about 6% without degrading
robustness.



Towards Both Accurate and Robust Neural Networks without Extra Data 11

Table 6: Comparison of different ablation settings

Setting | Para. (M) MACs (G) | Clean PGD-20
Baseline 36.47 5.24 85.15  54.06
Rand.pert. 36.47 5.24 89.02  49.73
Large model 328 47.04 87.67  54.08
AFS 218.82 31.44 91.01 53.94

3.6 Weight analysis

We present the histogram of the weight matrix of the AFS model with the
default setting (Figure , and compare it with that of the weight matrix of
the classifier of the network-1 and the network-8 (Figure [6(a)li6(b)). The weight
matrices of the network-1 and the network-8 are relatively sparse and have a
small part of larger values, indicting that the corresponding classifier heavily
depends on a few key features to give predictions. In contrast, the weight matrix
of the linear merger of the AFS model is distributed more evenly, demonstrating
that the AFS model uses more diverse features.
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Fig. 6: Histograms of the weight matrix of linear classifiers. (a)-(c) The histogram
of the network-1, the network-8, and the AFS model with the default setting.

4 Conclusion

In this work, we propose the AFS model that deploys a linear merger to fuse the
features extracted by multiple networks adversarially pre-trained with different
levels of perturbation budgets. The AFS model is verified on CIFAR-10 and
CIFAR-100 datasets with advanced attack methods, which significantly out-
performs the state-of-the-art methods. The experimental results demonstrate
the feasibility to obtain models with both high accuracy and strong robustness
without extra training data. In the future, the AFS model is expected to be
combined with more advanced defense methods and trained on more data to
further improve the accuracy and robustness.
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