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Abstract

Recent advances on prompt-tuning cast few-shot
classification tasks as a masked language modeling
problem. By wrapping input into a template and
using a verbalizer which constructs a mapping be-
tween label space and label word space, prompt-
tuning can achieve excellent results in zero-shot
and few-shot scenarios. However, typical prompt-
tuning needs a manually designed verbalizer which
requires domain expertise and human efforts. And
the insufficient label space may introduce consid-
erable bias into the results. In this paper, we fo-
cus on eliciting knowledge from pretrained lan-
guage models and propose a prototypical prompt
verbalizer for prompt-tuning. Labels are repre-
sented by prototypical embeddings in the feature
space rather than by discrete words. The distances
between the embedding at the masked position of
input and prototypical embeddings are used as clas-
sification criterion. For zero-shot settings, knowl-
edge is elicited from pretrained language models by
a manually designed template to form initial proto-
typical embeddings. For few-shot settings, mod-
els are tuned to learn meaningful and interpretable
prototypical embeddings. Our method optimizes
models by contrastive learning. Extensive experi-
mental results on several many-class text classifi-
cation datasets with low-resource settings demon-
strate the effectiveness of our approach compared
with other verbalizer construction methods. Our
implementation is available at https://github.com/
Ydongd/prototypical-prompt-verbalizer.

1 Introduction
In recent years, pretrained language models (PLMs) have
shown excellent performance for language understanding and
language generation in NLP tasks. By pretraining on large-
scale corpora, models with rich semantics and knowledge can
significantly benefit downstream tasks [Roberts et al., 2020].
Due to the magnitude and potential of PLMs, it has become
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Figure 1: Prototypical embeddings and [MASK] embeddings on
DBPedia processed by prototypical prompt verbalizer and visual-
ized after dimension reduction by t-SNE.

a topical issue how to motivate PLMs and appropriately elicit
knowledge from them for downstream tasks.

The most widely used method for downstream tasks is fine-
tuning [Devlin et al., 2018]. By adding a classifier on the
top of PLMs, fine-tuning has achieved remarkable results on
supervised tasks compared with traditional methods. For an
example, in the task of text classification, after taking the em-
bedding of [CLS] token and applying a classifier upon it,
fine-tuning can easily obtain corresponding label for an input
[Howard and Ruder, 2018]. However, since the parameters of
the classifier in fine-tuning are randomly initialized, it needs
sufficient labeled data for training, thus fine-tuning is hard to
obtain satisfactory results in scenarios with little labeled data
and will hinder the transfer of knowledge in PLMs to down-
stream tasks.

To alleviate this issue, prompt-tuning, a new paradigm
for using PLMs, has been proposed for low-resource works
to narrow the gap between pretraining tasks and down-
stream tasks [Schick and Schütze, 2020]. The main idea
of prompt-tuning is to transform a downstream task into
a cloze question, which is consistent with the pretraining
process of PLMs. Take text classification for an exam-
ple, the input sentence is wrapped into a task-specific tem-
plate, e.g.,“[Category: [MASK]] [SENTENCE]”, where
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[SENTENCE] is filled with the input sentence and [MASK]
is served as the set of predicted words. After construct-
ing a verbalizer, a mapping between label space and label
word space, the predicted words from [MASK] can be easily
transformed into corresponding labels. Since the verbalizer
directly determines the effectiveness of classification, how
to construct a verbalizer becomes a very important issue in
prompt-tuning.

The traditional verbalizer construction method uses a word
corresponding to a label to construct an one-to-one mapping
[Schick and Schütze, 2020], which requires domain exper-
tise and human efforts to determine which word to choose to
represent a label because incorrect mapping may lead to ex-
tremely significant bias. To mitigate the drawbacks of man-
ually designed verbalizer, some works propose to search for
the best label word for a label by gradient descent [Schick et
al., 2020]. But these approaches still construct an one-to-one
mapping verbalizer, which can’t summarize the semantics of
a label well and makes the coverage of a label vulnerable.
To expand the coverage of label words for a specific label,
one-to-many mapping verbalizers which select related words
from multiple large knowledge bases have been proposed [Hu
et al., 2021]. Such an approach can greatly enhance the se-
mantics of labels, but due to the excessive number of related
words obtained from knowledge bases, related words of dif-
ferent labels may overlap, and deciding which related words
are suitable for a certain task also requires domain expertise
and human efforts.

To eliminate the impact of discrete words, soft verbal-
izers have been proposed [Hambardzumyan et al., 2021;
Zhang et al., 2021]. Soft verbalizers treat labels as trainable
tokens and the optimization objective is set to a cross entropy
loss between output of masked language model and the label
tokens. Label tokens can be considered as label embeddings
to some extent. Such methods are difficult to form highly
representational and meaningful label embeddings, and are
also hard to apply in zero-shot and few-shot scenarios be-
cause both label embeddings and classifiers are randomly ini-
tialized, which is also known as a Cold Start problem.

In this paper, we propose prototypical prompt verbalizer to
address the above issues. By using prototypical networks, we
generate prototypical embeddings for different labels in the
feature space to summarize the semantic information of la-
bels. With respect to the classification criterion, we compute
distances between the embedding of the input’s [MASK] to-
ken and prototypical embeddings in the feature space, then
select the label corresponding to embedding with the highest
similarity as the label of input. To overcome the difficulties
of application in scenarios with few labeled training samples
when training from scratch, we use the word corresponding
to each label in the instruction document and a small number
of sentences containing this word in the unlabeled corpus to
form initial prototypical embeddings by a manual template.
Note that although we also use some of the label words here,
we do not need to do operations such as filtering and expan-
sion, we only use the label words to tackle the Cold Start
problem, not to select the final label. Even though there is
a lot of noise in the selected sentences containing specific
words, the semantics of labels can still be extracted to some

extent. Based on contrastive learning, we devise three dif-
ferent objective functions to optimize the models. Results on
DBPedia after dimension reduction are shown in Figure 1. In
summary, the main contributions of our work are:

• We design a method which can generate prototypical
embeddings for labels as semantic representations in the
feature space and use contrastive learning at instance-
instance and instance-label level to learn meaningful and
interpretable prototypical embeddings.

• For zero-shot scenario, to tackle Cold Start problem, we
use some unlabeled sentences containing specific words
to generate initial prototypical embeddings.

• The results of extensive experiments on three many-
class text classification datasets with low-resource set-
tings demonstrate the effectiveness of our approach.

2 Related Work
2.1 Prompt-tuning
Since there exists a huge gap between pretraining tasks and
downstream tasks, some works introduce a new method
named prompt-tuning to overcome it. GPT-3 [Brown et al.,
2020] shows that large-scale language models with prompt-
tuning can achieve excellent performance in low-data en-
vironments. The work [Schick and Schütze, 2020] shows
that prompt-tuning can also perform superiorly in small-scale
language models [Devlin et al., 2018; Liu et al., 2019].
While most of current works about prompt-tuning is in text
classification tasks, some works have applied it to informa-
tion extraction tasks [Cui et al., 2021; Han et al., 2021;
Si et al., 2021] and text generation tasks [Li and Liang, 2021].

2.2 Verbalizer Construction
In prompt-tuning, there are two key factors: template and ver-
balizer. When in low-resource settings, how to construct a
good verbalizer becomes an essential factor in improving the
efficiency of prompt-tuning. Current verbalizers are divided
into two main categories: word-based verbalizers [Schick
and Schütze, 2020; Schick et al., 2020; Hu et al., 2021] and
embedding-based verbalziers [Hambardzumyan et al., 2021;
Zhang et al., 2021]. The former may lead to weak label cov-
erage and insufficient semantics for labels. And the construc-
tion of such verbalizers may require domain expertise and hu-
man efforts. While the latter have a Cold Start problem and
it is a challenging issue to form meaningful and interpretable
label embeddings with current methods.

2.3 Contrastive Learning
Contrastive learning [Hadsell et al., 2006] aims to learn sim-
ilar representations for positive instances and different repre-
sentations for negative instances, and is widely used for self-
supervised representation learning mainly in domain of com-
puter vision [Wu et al., 2018]. As for natural language pro-
cessing, some well-known works also apply the idea of con-
trastive learning, such as Word2Vec [Mikolov et al., 2013]
and BERT [Devlin et al., 2018]. In NLP tasks, contrastive
learning is usually used for generating high-quality text repre-
sentations based on the construction of positive and negative
samples [Gao et al., 2021].



Figure 2: Overview of our method. The right side shows the pretraining process, where the model knowledge is elicited through a manual
template combined with a specific word. The left side is the training process. Both pretraining and training process are trained with contrastive
objective function.

2.4 Prototypical Networks
In few-shot classification tasks, a classifier often needs to gen-
erate label representations with insufficient instances. To ad-
dress this issue, some works [Snell et al., 2017; Ji et al., 2020]
have proposed to use prototypical networks to learn represen-
tations for labels in the feature space. In contrast to tradi-
tional approaches, prototypical networks can learn a metric
space where classification can be performed by computing
distances from the input representation to prototypical rep-
resentations of labels. The approach introduces a semantic
generalization of labels, which can achieve excellent results
with limited data. Some works have applied prototypical net-
works to other domains, such as information extraction [Ding
et al., 2021b].

3 Method
In this section, we present our method to construct prototyp-
ical prompt verbalizer. A key motivation behind this is that,
eliciting knowledge from pretrained language models and us-
ing it to generate prototypical embeddings for labels. Firstly,
we describe general paradigm of prompt tuning. Secondly,
We elaborate our prototypical prompt verbalizer in detail. Fi-
nally, we introduce the different settings in zero-shot and few-
shot scenarios.

3.1 Overview
General Prompt-tuning
Formally, denote M, T and V as pretrained language
model, template function and verbalizer function, respec-
tively. Given an input x, template function T inserts pieces
of texts into x to convert it into the corresponding input ofM
which has a [MASK] token in it, i.e., xprompt = T (x). Let
V be the label words set, Y be the label set. V : Y → V is
a mapping from label space to label word space, V(y) repre-
sents label words corresponding to label y. Then for input x,

the probability of label y is

P (y|x) = σ(PM([MASK] = v|v ∈ V(y))) (1)

where σ(·) determines which aggregation function to be used
for labels with several different label words, such as max or
average.

With prompt-tuning, a classification problem can be trans-
ferred into a masked language modeling problem by filling
the [MASK] token in the input.

In order to include more semantic information for different
labels, we propose prototypical prompt verbalizer based on
contrastive learning to extend the scope of prompt-tuning.

Prototypical Prompt Verbalizer
In prototypical prompt verbalizer, instead of directly pre-
dicting the corresponding label words from [MASK] token,
we first generate prototypical embeddings which capture the
main semantic information of labels, then for each input, we
compute similarity between the embedding of [MASK] token
and prototypical embeddings and finally select the label cor-
responding to the most similar prototypical embedding as the
classification result.

Given an input x, we first convert it into a template-based
input with a [MASK] token: xprompt = T (x), then we feed
xprompt into pretrained language model M and obtain the
last layer’s hidden state of output h =M(xprompt). We take
the embedding of the [MASK] token h[MASK] ∈ RM as the
initial embedding for this input.

For each initial embedding, in order to give it a more com-
pact semantic representation, we use a transforming function
f : RM → RD to map it to a new feature space:

f(h[MASK]) = u (2)

For each label y ∈ Y , we generate a prototypical embed-
ding p ∈ RD in the feature space to abstract the essential
semantics of y. Transforming function and prototypical em-
beddings are trained from scratch.



We use cosine similarity d : RD × RD → [−1, 1] to
measure the similarity between transformed embeddings as
s(ui, uj) and between a transformed embedding and a proto-
typical embedding as s(p, u):

s(ui, uj) =
ui · uj
‖ui‖ ‖uj‖

, s(p, u) =
p · u
‖p‖ ‖u‖

(3)

A batch is defined as B = {u0, u1, . . . , un}, ui is the trans-
formed embedding of the i-th input xi, |B| = N . In each
batch, our intuition is to make individual embeddings and
prototypical embeddings have meaningful and interpretable
representations in the feature space. For this purpose, we de-
fine three contrastive objective functions.

The first objective function aims to keep embeddings of the
same kind close to each other and embeddings of different
kinds away from each other. Inspired by [Soares et al., 2019]
and [Ding et al., 2021b], we define it as:

Ls =

− 1

N2

∑
i,j

log
Θ(i, j)

Θ(i, j) +
∑
j′,π(j′)6=π(i)exp(s(ui, u′j))

(4)

where Θ(i, j) = exp(ϕ(i, j)s(ui, uj)), ϕ(i, j) is an indica-
tor function to indicate whether ui and uj having the same
label, i.e., given two embeddings ui and uj , if these two em-
beddings have the same label, then ϕ(i, j) = 1, otherwise 0.
π(i) denotes the label of ui.

The second and third objective funtions are used for learn-
ing prototypical embeddings of the labels. The second objec-
tive function makes an embedding close to the prototypical
embedding to which it belongs and away from other proto-
typical embeddings. While the third objective function keeps
a prototypical embedding in B away from other embeddings
which have different labels from it.

Lp1 = − 1

N

∑
i

log
exp(ui, pπ(i))∑
k exp(ui, pk)

(5)

Lp2 = − 1

N

∑
i

log
exp(pπ(i), ui)∑

j,j=i|π(j′)6=π(i) exp(pπ(i), uj)
(6)

Finally, combining the above three objective functions with
hyperparameters λ1, λ2, λ3, the full objective funtion is com-
puted as:

L = λ1Ls + λ2Lp1 + λ3Lp2 (7)
Given an input x, u is the corresponding embedding for x,

then the probability for label y is:

p(y|x) =
exp(s(u, py))∑
k exp(s(u, pk))

(8)

Our method is shown in Figure 2, we will detail the use of
our method in zero-shot and few-shot scenarios with pretrain-
ing and training process in following sections.

3.2 zero-shot settings
In zero-shot learning settings, it is challenging to initialize
prototypical embeddings for labels. Since pretrained lan-
guage model M is trained on large-scale corpora and con-
tains a lot of rich semantic information, we use a manually

Name # Class Test Size

AG’s News 4 7600
Yahoo Answers 10 60000

DBPedia 14 70000

Table 1: Statistics for AG’s News, Yahoo Answers and DBPedia

designed template to elicit knowledge fromM to form initial
prototypical embeddings for labels.

For a specific label y, we use its corresponding literal word
v in the instruction document and sample a small amount
of unlabeled sentences Q = {q1, q2, . . . , qQ} containing the
word v from the training set with labels removed. Given a
specific word v and a sentence qi, we wrap them into a tem-
plate Tz:“[SENTENCE] In this sentence, [WORD] means
[MASK].” where qi is for [SENTENCE] blank and v is for
[WORD] blank.

Then we take the embedding of [MASK] token in the last
layer’s hidden state ofM(Tz(qi)) acting as initial prototyp-
ical embedding for y to perform the optimizing process de-
scribed in the previous section. In this way, the initial pro-
totypical embeddings can be obtained and we name this pro-
cess pretraining in our method. Randomly sampled sentences
may be very noisy due to different meanings of a specific
word, however, the probability of a specific word with differ-
ent meanings appearing in one sampling process is relatively
small, and to the purpose of simplicity, we do not prune them.

3.3 few-shot settings
In few-shot learning settings, TD is the set of templates for
dataset D. For Ti ∈ TD, we simply wrap input into Ti and
take the embedding of [MASK] token in the last layer ofM’s
output to form prototypical embeddings as mentioned above.
We name this process training in our method.

4 Experiments
In this section, we conduct experiments on three many-class
text classification datasets to empirically demonstrate the ef-
fectiveness of our prototypical prompt verbalizer.

4.1 datasets
We evaluate our proposed method on three widely-used topic
classification datasets: AG’s News, Yahoo Answers [Zhang
et al., 2015] and DBPedia [Lehmann et al., 2015]. Statistics
of these datasets are shown in Tabel 1.

Due to the rich semantics and the high adaptability to dif-
ferent datasets, manual templates have an advantage over
automatically generated templates in zero-shot and few-shot
scenarios. To alleviate the bias in the results caused by differ-
ent templates, we use four manual templates for each datasets
as in [Schick and Schütze, 2020] and [Hu et al., 2021].

4.2 Baselines
In this subsection, we introduce the baselines we use to
demonstrate the effectiveness of our approach, including fine-
tuning, general prompt-tuning and soft prompt verbalizer. We
compare the baselines with our prototypical prompt verbal-
izer in both pretraining and without pretraining cases.



k Method AG’s News Yahoo Answers DBPedia

0
PT 71.84 ± 5.82 (80.36) 50.68 ± 10.43 (59.90) 65.10 ± 4.43 (71.10)
PPVw/ p(avg) 67.12 ± 9.07 (77.00) 51.84 ± 11.41 (59.93) 78.86 ± 3.41 (83.14)
PPVw/ p(max) 72.14 ± 6.61 (77.00) 53.85 ± 7.91 (59.93) 80.65 ± 2.05 (83.14)

1

FT 38.38 ± 5.79 (45.23) 16.50 ± 3.09 (20.80) 30.67 ± 2.38 (33.56)
PT 77.69 ± 8.16 (85.72) 57.77 ± 3.39 (62.19) 93.97 ± 1.18 (95.96)
SPV 35.82 ± 6.82 (47.00) 20.83 ± 3.43 (25.68) 64.77 ± 11.17 (76.67)
PPVw/ p 74.29 ± 5.52 (80.27) 57.79 ± 1.54 (60.16) 94.21 ± 0.50 (94.96)
PPVw/o p 57.10 ± 6.34 (70.85) 24.21 ± 3.23 (28.84) 61.06 ± 4.47 (70.99)

5

FT 62.56 ± 16.02 (75.03) 56.09 ± 0.41 (56.65) 94.48 ± 0.87 (95.68)
PT 83.76 ± 2.08 (86.88) 61.61 ± 1.94 (65.70) 95.90 ± 0.77 (96.85)
SPV 57.81 ± 7.51 (68.96) 46.67 ± 8.37 (57.61) 94.54 ± 2.01 (97.49)
PPVw/ p 81.49 ± 1.59 (83.52) 63.06 ± 1.55 (65.28) 96.54 ± 0.41 (97.22)
PPVw/o p 79.00 ± 5.13 (84.03) 56.95 ± 5.45 (63.77) 95.46 ± 1.00 (96.95)

10

FT 82.76 ± 0.35 (83.07) 62.57 ± 1.16 (63.75) 97.61 ± 0.41 (98.05)
PT 84.27 ± 2.02 (87.30) 64.19 ± 1.46 (65.94) 97.06 ± 0.80 (98.10)
SPV 73.08 ± 5.25 (80.48) 59.68 ± 2.29 (62.86) 97.22 ± 0.38 (97.87)
PPVw/ p 84.39 ± 1.11 (86.25) 65.05 ± 1.36 (67.40) 97.76 ± 0.25 (98.32)
PPVw/o p 84.73 ± 1.15 (86.28) 65.41 ± 0.71 (66.39) 97.89 ± 0.29 (98.34)

20

FT 85.23 ± 0.18 (85.44) 66.85 ± 0.34 (67.29) 98.01 ± 0.19 (98.15)
PT 86.23 ± 1.28 (88.03) 67.11 ± 0.66 (68.61) 98.11 ± 0.18 (98.32)
SPV 82.52 ± 2.69 (85.48) 65.78 ± 1.28 (68.00) 98.01 ± 0.26 (98.44)
PPVw/ p 86.84 ± 0.92 (88.40) 67.80 ± 0.73 (69.00) 98.25 ± 0.23 (98.48)
PPVw/o p 86.92 ± 0.79 (88.11) 68.22 ± 0.91 (69.87) 98.34 ± 0.19 (98.63)

Table 2: Micro-F1 and standard deviation on AG’s News, Yahoo Answers and DBPedia in zero and few-shot scenarios. The best Micro-F1
scores are shown in the brackets. The best results among all methods for the same k-shot experiment are marked in bold. FT represents
fine-tuning. PT represents prompt-tuning. SPV represents soft prompt verbalizer. PPV represents our prototypical prompt verbalizer. w/ p
and w/o p are whether to apply pretraining process for prototypical prompt verbalizer respecively. We conduct experiments on three different
random seeds for four different templates. In zero-shot scenario, the average results of all random seeds and the best results of one random
seed are shown as avg and max respectively.

Fine-tuning. As the most popular paradigm for using pre-
trained language models, fine-tuning feeds the embedding in
the last layer’s hidden state of [CLS] token to a classifier to
obtain the final label of input. We do not conduct zero-shot
tests on fine-tuning, since the parameters of its classifier are
randomly initialized.

Prompt-tuning. As mentioned previously, prompt-tuning,
a new paradigm that has emerged recently, can work well
with little training data with the help of pretrained masked
language head. For each label, we use the words from the in-
struction document as its label words and test it in zero-shot
and few-shot settings. In our implementation, there may be
multiple label words corresponding to one label, so the ver-
balizer here is not a simple one-to-one mapping but one-to-
many mapping for some labels.

Soft Prompt Verbalizer. Soft prompt verbalizer treats
labels as trainable tokens to mitigate the impact of discrete
words. In our implementation, soft prompt verbalizer feeds
the embedding of [MASK] token to a classifier to obtain the
final label. The optimization objective is cross entropy loss.
Since the parameters of the classifier are randomly initialized,
the approach is also not suitable for zero-shot scenario.

4.3 Implementation Details
In zero-shot scenario, models evaluate on the entire test set
without training on the labeled training data and we cut sen-

tences from unlabeled corpus by nltk [Bird et al., 2009].
While in few-shot scenario, we carry out 1, 5, 10 and 20-shot
experiments. For a k-shot experiment, We randomly select k
instances of each class from the training set as the new train-
ing set and test the model on the entire test set.

When pretraining prototypical prompt verbalizer, we sam-
ple 60 sentences for AG’s News, 40 sentences for Yahoo An-
swers, 30 sentences for DBPedia.

For all experiments, we use RoBERTa large [Liu et al.,
2019] as pretrained language model and use Micro-F1 as
test metrics. For fine-tuning, prompt-tuning and prototypi-
cal prompt verbalizer, we use our own framework. For soft
prompt verbalizer, we use OpenPrompt framework [Ding et
al., 2021a]. We select AdamW with the learning rate of 3e−5
for optimazion. The size of transformed embedding is set to
256 and the max sequence length is set to 512. We train the
model for 10 epochs with the batchsize setting to 8 in each
experiment.

4.4 Results and analysis
Experimental results
In this subsection, We detail the results of our method and
perform an insightful analysis. Experimental results are
shown in Table 2.

In zero-shot scenario, since the randomly sampled sen-
tences used for pretraining are noisy, which leads to unex-



method 5-shot 20-shot # param (×104)

SPV 18.66 ± 2.88 37.06 ± 4.11 1.024
PT 58.49 ± 5.42 62.82 ± 3.88 110.2(5147.1)
PPVw/o p 11.91 ± 2.37 17.74 ± 6.39 26.4
PPVw/ p 59.13 ± 1.94 61.02 ± 1.99 26.4

Table 3: Results on Yahoo Answers with trainable parameters after
freezing the pretrained language model. Since the mask language
head of prompt tuning has parameters tied to the input layer which
do not participate in the optimization process, we list it in the brack-
ets.

pected deviations in the semantics of the generated initial
prototypical embeddings, the results of pretraining on vari-
ous sentences differ to some extent. However, the results still
indicate effectiveness. On average, our method works bet-
ter on DBPedia and Yahoo Answers compared with prompt-
tuning. In terms of the best results, our method outperforms
prompt-tuning on all three datasets. The results show that the
pretraining process can elicit knowledge from pretrained lan-
guage model well, and to some extent matches the masked
language model head trained on large-scale corpora.

In few-shot scenario, our method is proven to be power-
ful. Prototypical prompt verbalizer without pretraining beats
fine-tuning and soft prompt verbalizer on 1-shot and 5-shot
experiments, but the results are weaker than prompt-tuning
due to insufficient samples for contrastive learning. Compari-
son with soft prompt verbalizer demonstrates that our method
can generate high quality, meaningful and interpretable pro-
totypical embeddings in the feature space. With pretraining
process, prototypical prompt verbalizer can obtain initial pro-
totypical embeddings for labels and achieve better results in
comparison to prompt tuning except on AG’s News. We at-
tribute the reason why our method do not work as well as
prompt-tuning in 1-shot and 5-shot scenarios on AG’s News
to too few categories and training samples which result in
inadequate contrastive learning. When in 10-shot and 20-
shot scenarios, our method outperforms prompt tuning with
or without pretraining, however, unpretrained one can attain
better results with respect to the pretrained one. The major
reason is that the semantics of initial prototypical embeddings
generated in the pretraining process are a bit different from
the real prototypical embeddings, which takes more time to
reach the global optimum and also has a higher probability of
falling into the local optimum.

Freezing the pretrained language model
We further freeze the pretrained language model and con-
duct experiments on Yahoo Answers as illustrated in Table
3 with the number of head parameters. The goal of prototypi-
cal prompt verbalizer is to form prototypical embeddings and
construct a mapping between embeddings output from pre-
trained model and the feature space, where limited trainable
parameters will make it hard to train. Soft prompt verbalizer,
on the other hand, only needs to construct a mapping from the
output embeddings to the label space and is therefore easier
to train. After pretraining, prototypical prompt verbalizer ba-
sically forms prototypical embeddings and the mapping, so it
obtains fine results. However, due to the numerous parame-

loss 0-shot 5-shot 20-shot

Ls 11.62 ± 2.35 9.12 ± 2.64 6.27 ± 0.85
Lp1 + Lp2 39.63 ± 17.38 59.51 ± 2.86 67.88 ± 0.46
Ls + Lp1 45.77 ± 17.11 59.58 ± 2.42 68.32 ± 0.45
Ls + Lp2 41.89 ± 17.35 58.02 ± 2.48 68.27 ± 0.41
Ls + Lp1 + Lp2 48.64 ± 16.72 60.70 ± 2.31 68.55 ± 0.45

Table 4: Results after fixing a random seed on Yahoo Answers with
different combination of losses.

source AG’s News Yahoo Answers DBPedia

Unlabeled Set 67.12 ± 9.07 51.84 ± 11.41 78.86 ± 3.41
Wikidata 64.19 ± 6.67 49.95 ± 6.21 76.57 ± 7.18

Table 5: Results on three datasets in zero-shot scenario with pre-
training on different data sources.

ters of mask language head, prompt-tuning will achieve better
results when the size of training set increases.

Effect of objective function
To illustrate the effectiveness of our objective function, we
conduct experiments with different combination of losses. As
shown in Table 4, Lp1 and Lp2 are used to form prototypical
embeddings while Ls allows embeddings with identical la-
bels to be aggregataed and embeddings with different labels
to be dispersed in the feature space.

Pretraining on other data sources
To explore whether the pretraining process works on other
data sources as well, we conduct experiments with unlabeled
training set and a small part of Wikidata as shown in Table
5, and it is notable that DBPedia is also derived from Wiki-
data. The results illustrate that pretraining is also valid on
other data sources. And no matter what data source is used,
fluctuations can be significant due to the large noise in the
pretraining process.

4.5 Conclusion
In this paper, we propose prototypical prompt verbalizer to
enhance the semantic scope of labels by forming prototyp-
ical embeddings and construct a mapping from output of
pretrained language models to the feature space. To obtain
meaningful and interpretable embeddings, we optimize mod-
els with contrastive objective functions. In order to solve the
problem of poor results caused by parameter initialization in
zero-shot and some few-shot scenarios, we propose to con-
duct pretraining on a small amount of unlabeled training set.
The experiments show the effectiveness and potential of our
method. However, the existence of large noise in randomly
sampled sentences may seriously affect the pretraining re-
sults, and we will mitigate this issue in the future with de-
noising or self-supervision measures.
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