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Abstract. The advances in process mining have provided process ana-
lysts with a plethora of different algorithms and techniques that can be
used for different purposes. Previous research has studied the relation-
ship between these techniques and business questions, but how process
analysts use them to answer specific questions is not fully understood
yet. We are interested in discovering how process analysts respond to
specific business questions related to time performance. We have coded
110 answers to time performance questions in more than 60 process min-
ing reports. As a result, we have identified 55 different operations with
137 variants used in them. We have analyzed the types of answers and
their similarities, and examined how contextual information as well as
existing process mining support may affect them. The results of the study
provide an overview of the current state-of-practice to answer time per-
formance questions and unveil opportunities to improve process mining
tools and the way these questions are answered.

Keywords: Process mining - Time performance - Qualitative
analysis -+ Quantitative analysis - BPI Challenge - Grounded Theory

1 Introduction

Many process mining techniques and tools have been developed in the last years
to assist the discovery, monitoring and improvement of business processes based
on the event logs provided by the information systems that support them [1].
Each technique usually targets specific aspects of the processes, such as the
existence and order of the process activities [15], the assignment and distribution
of process participants [4], or the time performance of the process execution [18].

The importance acquired by process mining has also led to the development
of methodologies, guidelines and case studies on how to perform process mining.
These have mainly concentrated on understanding or guiding the use of pro-
cess mining from a global perspective but they have not explored extensively
how process mining analysts use these techniques to respond to specific busi-
ness questions [14]. A better understanding of this matter can help to identify
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limitations in the approaches followed by the analysts to answer such questions.
A good example of this are the limitations derived from the widespread use of the
directly-follows graph as a way to analyze process execution [2]. It may also help
to find common patterns that facilitate the building of reference guidelines to
support them in their task. Finally, it may ease the identification of gaps between
the features of process mining tools and what is actually done by analysts.

In this paper, we conduct a systematic analysis of process mining reports aim-
ing to discover what process mining operations (e.g. filtering, data manipulation,
graphical representation) are used by process analysts to address a specific type
of business questions, namely, time performance questions; and how these oper-
ations are related to each other as well as to the questions. Time performance
questions refer to aspects like cycle time, waiting time, or bottlenecks. They
constitute one of the most recurrent problems in process mining projects [10].

The data source of our analysis are the process mining reports submitted to
the BPI Challenge (BPIC for short), an annual competition since 2011. Every
year the challenge organizers publish a real-life event log provided by an orga-
nization together with specific business questions posed by the organization, so
that the solutions provide them added value. Participants answer these ques-
tions or perform other complementary analyses and submit them in a report.
Considering time performance questions, this includes 62 reports belonging to 4
different BPIC with a total of 110 answers. There are several reasons for choos-
ing BPIC as the source of our study. First, they provide different perspectives on
how to analyze the same data for the same question, which makes the answers
more comparable. Second, they cover several analyst profiles: academics, stu-
dents, and professionals. Third, the analyses in the reports are not undirected,
but driven by specific questions posed by the organization, which is aligned with
the way process mining is used in practice [10]. Fourth, as the reports are page
limited, they collect the most important and conclusive information, avoiding
distractions with irrelevant information. Finally, all reports analyzed are pub-
licly available, which helps with the traceability and replicability of the results.

We have analyzed these reports applying a four-step methodology following a
mixed-methods research approach similar to the one in [14]. The results obtained
include a catalogue of 55 operations and 137 variants that provides an overview
of the current state-of-practice to answer time performance questions. The study
also gives insights about the type of answers that can be found in the reports,
how the context of the analysis (pursued goal, log and authors’ profile) affects
the characteristics of the answers, and what is the observed impact of current
state of the art on the answers. These results can be useful to further improve
process mining tools and the way in which questions are addressed by analysts.

The paper is structured as follows. Section 2 outlines the literature related to
this work. Section 3 describes the methodology followed to conduct the analysis.
Section 4 provides details of the analysis and the findings. Section 5 summarizes
the conclusions drawn and directions for future work.



2 Related Work

Methodologies and guidelines to do process mining have been developed over the
last 10 years. Several methodologies define high-level stages, inputs, outputs and
activities that should be performed in a process mining project. Examples are the
Process Diagnostic Method [3], the L* life-cycle model [1] and PM? [10], which
identifies 6 stages in a process mining project: planning, extraction, data process-
ing, mining & analysis, evaluation, and process improvement & support. Sim-
ilarly, [12] provides guidelines to support organizations in systematically using
process mining techniques aligned with Six Sigma. Due to their broad scope,
these methodologies are intentionally open in terms of which techniques can be
used to address specific questions. Instead, we are interested in understanding
the details of how time performance-related questions are addressed in practice.
The methodologies are useful though, to frame the context of the research pre-
sented in this paper: the mining & analysis and, partially, the data processing
stage.

Another workstream has focused on analyzing published process mining case
studies to provide different perspectives on how process mining is used in prac-
tice. For instance, [11] assesses the maturity of the field from a practical view-
point by considering the diffusion of tools and the thoroughness of the application
of process mining methodologies over the years. However, it does not cover the
specific details of how the questions are answered in the case studies except for
an enumeration of 7 process mining techniques used. Other studies focus on a
specific field. For instance, [21] discusses healthcare case studies according to
11 main aspects, but the level of abstraction is similar to [11]. A similar analy-
sis applied to the BPIC reports is performed in [16]. The authors focus on the
methods, tools, and techniques used in the reports submitted by the participants.
None of these papers links the analysis techniques used to the business questions
addressed nor discusses the context in which these techniques are applied.

The closest work to ours is [14] and [27]. Klinkmiiller et al. [14] qualitatively
analyze BPIC reports to understand how process analysts perform their work.
The focus is put on visual representations and their information needs for all
types of questions. We complement this research with a narrower but deeper
analysis. We focus on identifying all specific low-level operations that are used
to answer time performance questions. Because of that, the operations identified
in our paper are more fine-grained, which brings a more precise understand-
ing about how questions related to time performance are addressed. Zerbato et
al. [27] conduct an empirical study to understand how analysts perform a pro-
cess mining task. Their study focuses on the initial exploratory phase of process
mining where analysts examine and understand an event log. It reveals that the
12 analysts who participated in the research follow different behavior patterns
when exploring event logs with Disco, and identifies some typical operations to
carry out process mining. We complement this research by focusing on specific
business questions and looking beyond the exploratory phase. Specifically, we
identify operations related to time performance that have been performed by



analysts with different profiles (i.e. various organizations and countries) making
use of several process analysis tools (e.g. Disco, ProM and Celonis).

Moreover, specific techniques and visualizations have been developed to ana-
lyze the time perspective of a business process, its cycle time, and its bottlenecks
(e.g. [13,17,20,22,25]). With respect to them, this paper helps to understand
if they are used in practice and the context in which they could replace some of
the more general techniques used in the BPIC reports.

3 Research Methodology

We apply a methodology similar to the one proposed in [19], which follows a
mixed-method approach that combines qualitative and quantitative research
methods. We first perform a qualitative coding similar to the one proposed
n [14]. This coding allows us to quantitatively analyze the operations in the
BPIC reports. With this study we want to answer 4 research questions:

RQ1: What operations are used to answer the questions on time performance?
We aim to identify the analysis operations frequently used in time perfor-
mance analysis.

RQ2: What types of answers to time performance questions can be identified?
We aim to discover categories in the answers provided by the authors
of the reports depending on the operations used. This can inspire future
process analysts.

RQ3: How does the context affect the similarity of the answers to time perfor-
mance questions? The context involves the specific goal pursued in the
question, the event log analyzed and the authors’ profile. We aim to find
commonalities and differences regarding these aspects to understand how
they affect the answers.

RQ4: What is the observable impact of the current state of the art on the
answers to time performance questions? We aim to understand how the
existing tool support and literature help and limit the answering of
the questions.

The steps of the methodology are described next. Details and materials are
available at our repository [5].

3.1 Step 1: Data Collection

As we focus on questions related to time performance in business processes,
the first step was to review which BPIC had business questions concerning this
perspective. We found a total of 7 questions related to time in 4 editions: 2015 [6],
2017 [7], 2019 [8] and 2020 [9]. In BPIC 2020, we noticed that many operations
and data of the first question were reused to answer the second one, so we have
considered them as the same question. We classified these questions attending to
their goal in: differences, whose goal is to find differences between the throughput



Table 1. Questions related to time performance in the BPI challenges since 2011.
The column of BPIC (ID) represents the selected questions and the identifiers of the
questions used to refer them (e.g. 2015-Q5 whose identifier is C15, represents question
5 of challenge 2015).

BPIC (ID) | Type Question Answers
2015-Q5 Differences | Where are differences in throughput times between the 9
(C15) municipalities and how can these be explained?

2017-Q1 Differences, | What are the throughput times per part of the process, in 21
(Cc17) fragments particular the difference between the time spent in the company’s

systems waiting for processing by a user and the time spent
waiting on input from the applicant as this is currently unclear?

2019-Q2 Fragments What is the throughput of the invoicing process, i.e. the time 12
(C19) between goods receipt, invoice receipt and payment (clear
invoice)? To answer this, a technique is sought to match these
events within a line item, i.e. if there are multiple goods receipt
messages and multiple invoices within a line item, how are they
related and which belong together?

2020-Q1, Fragments, | What is the throughput of a travel declaration from submission 20
2020-Q2 differences (or closing) to paying?, Is there are difference in throughput
(C20A) between national and international trips?
2020-Q4 Fragments What is the throughput in each of the process steps, i.e. the 17
(C20B) submission, judgement by various responsible roles and payment?
2020-Q5 Bottlenecks | Where are the bottlenecks in the process of a travel declaration? | 18
(C20C)
2020-Q6 Bottlenecks | Where are the bottlenecks in the process of a travel permit (note| 13
(C20D) that there can be multiple requests for payment and declarations

per permit)?
Total - - 110

of different processes; fragments, whose goal is to calculate the throughput of
parts of the process; and bottlenecks, whose goal is to find bottlenecks. A question
can be related to more than one goal (cf. Table 1).

We considered only the reports that answer the selected questions, specifi-
cally, those that have a specific section dedicated to respond to a question. As
a result, 62 reports and 110 different answers were included in the analysis: 9 of
9 reports in 2015, 21 of 24 in 2017, 12 of 15 in 2019, and 20 of 37 in 2020. The
number of answers to questions in 2020 varies because not every report provided
an answer to every question. Additionally, the reports were grouped according to
the authors’ profile: students, professionals, and academics. The distribution of
reports and answers in these profiles per year can be found in our repository [5].

3.2 Step 2: Coding

We followed an inductive category development based on several coding iter-
ations. The way in which these iterations were performed was inspired by the
Grounded Theory methodology [23]. First, we applied open coding to the answers
to the questions provided in the BPIC reports. This involved reading the answers
and marking them with annotations to derive codes. During this initial phase,
we noted that each report answered the time performance questions using their
own specific terms, but these terms referred to the same concepts. Thus, we had



Table 2. Examples of coding

Text in the report Annotation Operation Variant
For the former case, filtering was performed | Filter traces depending | Filter traces | Filter traces by
by designating A_Pending as forbidden and on the lack of A_Pending activities
O_Cancelled as end activity and O_Cancelled as end
point
By filtering all cases that did not have a Filtering of traces Filter traces | Filter traces by
project number in Disco without project number organizational
in disco units

to unify the vocabulary to compare the annotations of different answers more
easily, since our purpose was to discover commonalities among the answers. To
do so, we created a key concept code where we related different terms to a unique
concept. For instance, in some cases the authors referred to the total execution
time of the process as throughput but the implementations provided calculate
the time required to complete (a part of) a process (cycle time), so we decided
to rename it to cycle time. The name throughput was kept in the cases where
the number of activities or process instances per time unit is calculated.

Afterwards, we grouped the annotations of the answers by some time perfor-
mance questions that we sampled to better handle the annotations depending
on their similarity. Once the annotations were grouped, we could identify their
corresponding operations and detect the same operations from different reports.
For instance, in two different reports of the BPIC 2020 we found the two simi-
lar annotations shown in Table 2. In both annotations the authors are filtering
traces, despite using different criteria. Therefore, we grouped them into an oper-
ation called Filter traces. This way, we created an operation code to avoid defin-
ing similar operations with different names. This also made us notice that the
implementations of some operations had the same purpose but were performed
over different variables. We call them variants. For example, the aforementioned
annotations are two variants of how to filter traces, since one is filtering by activ-
ities and the other by organizational units. Thus, we labelled them as variants
of Filter traces as depicted in Table 2.

The coding process was iterative and finished when no more operations and
variants were obtained from the reports. In total, we found 55 operations with
137 variants. To mitigate the bias of one researcher having to identify the codes,
during the whole process two authors annotated and coded a subset of the reports
independently and then shared the results. In case of disagreement, the four
authors discussed the differences to reach a consensus. Moreover, we categorized
the operation codes into 6 types based on their goals as explained in Sect. 4.1.

3.3 Steps 3 and 4: Dataset Creation and Quantitative Analysis

Next, we handcrafted a dataset that relates the operations and variants identified
to the answers in which they appear. We also included metadata related to the
question, year, category, and type. The resulting dataset has 955 actions and
110 answers, where an action is an execution of an operation variant.



Finally, we performed a quantitative analysis of the dataset to answer the
research questions. Specifically, we analyzed the dataset using frequency dis-
tributions and descriptive statistics to answer RQ1. In order to respond to
RQ2 we analyzed the answers depending on the number of performed opera-
tions and we applied KMeans clustering of the answers in the reports accord-
ing to the operations used in them. To answer RQ3, we used the Sgrensen-
Dice coefficient [24] between pairs of answers to find similarities. This index
DSC(A,B) = (2|AN BJ)/(|A] + |B|) measures the similarity between two sets
A and B, where 0 indicates two totally different sets and 1 two equal sets. Fur-
thermore, we used 45 of the 72 measures described in [26] to retrieve properties
about the event logs that could help us to cluster them to understand how they
can affect the answers. We excluded those measures that had problems during
their computation (e.g., too long execution times). Finally, to answer RQ4, we
checked the existing tool support in process mining tools as well as related lit-
erature. More details of this step are provided in Sect. 4. The codes in bold in
the first column of Table 1 will be used therein for the sake of brevity.

3.4 Threats and Limitations

First, as it often happens in qualitative research, there could be personal bias
because the annotations and coding rely on a subjective interpretation of the
description that appears in the report. We mitigate this threat as discussed
above, but a residual risk remains.

Second, the conclusions of this study are based on reports that address 8
time performance questions. These questions deal with typical temporal prob-
lems, such as bottlenecks or differences in throughput time between processes.
Although the sample is representative, it does not cover all possible questions.

Third, the reports analyzed could be done by the same organization and
hence, be more similar to each other than otherwise. We checked the organiza-
tions of the reports and found that there was a predominant organization with 10
reports of 62. However, the similarity using the DSC index between the reports
of this organization is smaller than the similarity with the reports belonging
to participants from other organizations (0.12 and 0.16, respectively). Thus, we
concluded that including them would not bias the results.

Finally, the analysis is based only on the reported answers. This has two
implications. First, the order in which the operations appear in the report may
be different from the order in which the analysts performed them. To partially
mitigate this risk, we ignore the operations order for our analysis. Second, not all
operations used by the analysts may appear in the report. Some of them might
not give relevant results and be omitted in the report, and others might have been
removed because of space restrictions. This risk cannot be fully avoided with our
study design. However, we can safely assume that the operations that appear in
the report are those that the authors found more relevant. Furthermore, as long
as one of the operations appears in one answer, it is considered in our analysis.



Table 3. Classification of operations sorted in descending order of frequency. In bold
are those with a frequency higher than the average (17.05).

Operation (absolute frequency - number of variants - number of questions)

OPERATIONS TO ANALYZE TIME:

Calculate cycle time (152-12 - 7), Find bottlenecks (63 - 5 - 6), Compare cycle time (30 - 1 -
7), Calculate waiting time (27 - 1 - 2), Calculate throughput (18 - 1 - 3), Calculate processing
time (10 - 1 - 3), Compare throughput (2 - 1 - 1), Compare waiting time with processing time (2 - 1 - 1),
Analyze cycle time depending on the events (1 - 1 - 1), Calculate intervals of time of the traces (1-1- 1)
OPERATIONS TO MANIPULATE THE DATA:

Filter traces (86 - 7 - 7), Group traces (58 - 12 - 6), Preprocess the traces of the logs (11 - 1 - 5),
Filter events (11 - 4 - 5), Group activities (8 - 4 - 3), Filter activities (9 - 4 - 5), Filter sub-processes (6 -
2 - 1), Filter variants depending on frequency (2 - 1 - 1), Preprocess the events of the logs (2 -1 - 1),
Group events by attributes (1 - 1 - 1), Group events by time (1 - 1 - 1), Group organizational units (1 - 1
- 1), Group sub-processes (1 -1 - 1)

OPERATIONS TO CALCULATE STATISTICS

Calculate number of elements (76 - 7 - 7), Calculate percentages (55 - 4 - 6), Calculate
statistics (36 - 4 - 6), Calculate frequency (25 - 7 - 7), Calculate average of activities per trace (3 -
1-3)

OPERATIONS TO REPRESENT THE PROCESS GRAPHICALLY:

Represent process map (47 - 2 - 7), Represent bar charts (36 - 6 - 6), Represent histograms
(832 - 3 - 7), Represent temporal series (25 - 4 - 5), Represent heat maps of cycle time and an
attribute (6 - 1 - 3), Represent linear tendency of cycle time with respect an attribute (5 - 1 - 2),
Represent scatter plot of cycle time and an attribute (5 - 1 - 4), Represent circular charts of attributes of
the traces (3 - 1 - 1), Represent box plots of cycle time (3 - 1 - 1), Represent density diagram of cycle
time (2 - 1 - 2), Represent lineal distribution of an attribute by traces (2 - 1 - 1), Represent correlation
graph of variables (1 -1 - 1)

OPERATIONS TO IDENTIFY ELEMENTS IN THE DATA:

Identify attributes (34 - 3 - 6), Identify resources (10 - 3 - 3), Identify transitions by cycle time (10 -
1 - 4), Identify organizational units (9 - 3 - 1), Identify activities (8 - 4 - 4), Identify roles (7 - 2 - 3),
Identify traces by cycle time (2 - 1 - 2), Identify specific sub-processes (1 - 1 - 1), Identify impact of
bottlenecks by organizational unit (1 -1 - 1)

OTHERS:

Calculate dates of the development of activities of resources (2 - 1 - 1), Assign resource to each activity
(1-1-1), Apply techniques of machine learning (1 - 1 - 1), Apply decision trees (1 - 1 - 1), Discover
happy path of the process (1 - 1 - 1), Discover process maps (1 -1-1)

Despite these limitations, we believe that the use of the BPIC reports also
brings relevant advantages as discussed earlier. Furthermore, we think that the
analysis conducted provides relevant insights that can be used as a starting point
to improve our understanding of how questions are answered in practice.

4 Results

Next, we describe how we have addressed the research questions defined in Sect. 3
and the results obtained.

4.1 RQ1: Operations Used to Answer Time Performance Questions

We identified 55 different operations and 137 variants and classified them in 6
groups according to their purpose (cf. Table 3). The operations that do not fit
in any of these groups are classified as others. Table 3 also shows the absolute
frequency of each operation, the number of variants identified for each operation



and the number of questions for which at least one answer uses each operation.
Most of the operations (35) have only one variant. The others have between
2 and 7 variants, except Group traces and Calculate cycle time (CT) with 12
variants each. In the following, we outline how operation variants are defined.

The operations to analyze time focus on the temporal analysis of the pro-
cess, such as calculating and comparing cycle time and waiting time, or finding
bottlenecks. Two operations have more than one variant. Calculate CT can be
implemented for different process elements (e.g. the whole process or pairs of
events) and considering either all traces or subsets of them. Find bottlenecks
varies depending on where to look for the source of the bottleneck (e.g. activi-
ties or process fragments) and the criteria used to consider that a bottleneck is
happening (e.g. activities that exceed the average cycle time of all activities).

The operations to manipulate data reorganize the traces or the events from
the log, including their filtering, grouping, and preprocessing. Concerning their
variants, filters and groupings are applied on some process element (e.g., traces
or activities) and implemented depending on a condition related to a temporal
performance measure, an attribute of the event log, or another process perspec-
tive. For instance, traces can be filtered depending on the existence of activities
and activities can be grouped according to certain thresholds of cycle time.

The operations to calculate statistics give numerical insights applying descrip-
tive statistics, such as counts, proportions and frequencies. Regarding their vari-
ants, Calculate number of elements, Calculate percentages and Calculate fre-
quency are implemented depending on the process element to which they apply,
like calculating the number, percentage or frequency of each activity, or to cal-
culate the number of values that an attribute takes or the frequency with which
one of them occurs. As for Calculate statistics, this operation is applied to cycle
time, throughput and activities.

The operations to represent the process graphically show visual insights of the
process by creating process maps, bar charts, or histograms among others. Their
variants are based on what is being represented (e.g. cycle time), or the values
of some attribute (e.g. Represent process map with CT). Additionally, Represent
temporal series and Represent bar charts vary depending on the process element.
Temporal series are also used to represent throughput.

The operations to identify elements in the data find a specific aspect of the
process and its context, such as process fragments, activities, attributes (e.g. roles
and resources) based on some condition. In this case, the variants represent the
conditions used to identify the elements (e.g. Identify attributes by CT).

4.2 RQ2: Types of Answers

We have analyzed the answers from two different perspectives. First, we have
compared the average number of total and distinct operations per questions,
which are collected in Table 4. We believe that there can be two factors related
to the difference between questions: (i) the question itself, e.g. C19 is broader
and hence, requires more operations to give a proper answer; and (ii) the fact



Table 4. Average total and different operations per question and per authors’ profile:
academics (ACA), students (STU), professionals (PRO)

Average C15 | C17 |C19 | C20A | C20B | C20C | C20D | ACA |STU | PRO | Total
operations

Total 9.55/10.90 | 15.429.40 541 |838 |3.15 |6.60 |9.75 |9.12 |8.68
Different |6.55| 6.33| 8.25|5.60 |3.64 |4.44 284 |4.51 |6.03 |5.29 |5.29

that BPIC 2020 has several questions related to time, while in other challenges
all aspects related to time are focused on one question.

Second, we have performed a clustering analysis using the KMeans clustering
algorithm to discover categories of similar answers. The input was a boolean
matrix where the rows are answers, the columns are operations, and the cells
represent whether an operation is used in an answer or not. Since it was not
clear how many clusters can be expected, we evaluated the results with different
numbers of clusters (from 2 to 9 clusters) and the best results were obtained with
4 clusters. The Average Silhouette Width is not high (0.12), indicating that the
clusters are unstructured. This is expected because of the high variation that has
been found between the answers as we detail later. Nevertheless, the clustering
provides a useful classification of the answers in 4 broad answer categories, whose
distribution among the questions is depicted as pie charts in Fig. 1.

The Exhaustive Answer. It includes 17 answers that perform an exhaustive
analysis of temporal performance aspects. It includes the longest answers with
an average number of 9 different operations and 19 steps. Almost all answers use
Calculate CT and a significant number of answers Find bottlenecks, too. They
also frequently apply several manipulation operations like filters and groupings,
and compute statistics, percentages and frequencies. Finally, the answers of this
category also represent graphical information in a higher proportion than the
other answer categories, especially using bar charts, histograms or process maps.

The Difference Finder Answer. It includes 29 answers whose main focus is
to find differences in the performance of different process variants. It includes
average-sized answers with 5 different operations and 8 steps on average. Almost
all answers use Calculate CT and Filter traces. However, the main difference with
the other groups is the use of Compare CT, which appears in 65% of the answers
(compared to less than 11% in the other categories). They usually do not have
a graphical representation, being histograms the most frequently used (25%).

The Manipulatory Answer. It includes 8 answers that use manipulation oper-
ations like Filter traces and Group traces in a significantly higher proportion than
in the other categories. They are also characterized by the lower use of Calculate
CT and the higher use of operations to calculate statistics. Also, unlike the other
categories, temporal series are used in 60% of the answers to represent the data.
In terms of size, this group also includes large answers with an average number
of 8 different operations and 16 steps.



Bottlenecks

Differences, Fragments

Bottlenecks €208
c20C Fragments

Differences
C15

Differences, Fragments

= Exhaustive analyzer
mmm Difference finder

= Manipulator
=

C19
Straightforward analyzer

Fragments

Fig. 1. Graph of most similar relationships between questions

The Straightforward Answer. It includes 56 short answers that are char-
acterized by the low use of manipulation operations, especially filters, which is
much higher in the other categories. Their use of Calculate CT is significant
(70%) but not as widespread as in the first two categories. Find Bottlenecks also
appears with the same frequency, which is similar to the frequency it appears
in the first category. As for the representation, this category uses process maps
like the exhaustive analyzer but in a lower proportion. Concerning the size, this
category includes the shortest answers with 3.8 different operations and 4.4 steps
on average.

4.3 RQ3: Effect of the Context on the Answers

In this section, we study how 3 contextual elements (question objectives, log char-
acteristics and authors’ profile) can influence the answers. We have not studied
the difference between winner and non-winner reports because our sample only
constitutes around 30% of the total number of questions. Therefore, we cannot
assume that winning a BPIC is directly related to the answers we have analyzed.

Effects of Question Objectives and Logs. To analyze the effects of questions
and logs on the answers, we used 3 elements to characterize them. Specifically, we
used 5 logs of BPIC 2015, 5 logs of BPIC 2020, 1 log of BPIC 2017 and 1 log of
BPIC 2019. First, we assigned one or more goals (difference, fragments or bottle-
necks) to every question based on their description as discussed in Sect. 3.1. Sec-
ond, we computed the similarity between the logs used in each question. To this
end, we used most of the measures described in [26] to retrieve properties about
them. Then, we used these measures to group the event logs using a KMeans clus-
tering algorithm. We evaluated the results using different number of clusters with
The Average Silhouette Width, and the best ones were obtained with 3 groups:



one for the logs used in 2015 and 2020, one for the log in 2017 and a third group
for the log in 2019. Finally, to find the similarities between answers, we computed
the Sgrensen-Dice coefficient DSC), for every pair of answers in our dataset con-
sidering two variants of the same operation as different. We also compared the
similarity between each pair of questions (), and (), by computing the average of
the DSC, of all pairs of answers that respond to @, and @, respectively.

The results obtained are summarized in Fig. 1, which depicts a graph whose
nodes are the questions and the edges are those pairs whose average DSC,
exceeds the average DSC, of the whole dataset, which is 0.11. The label of
each edge shows the average DSC,, and its width is proportional to this value.
Similarly, the label of each node shows the average DSC, between the answers
of that question, and its size is proportional to that value. In addition, we have
added other labels to the nodes to include the question objectives, and the nodes
are positioned in the figure based on the similarity between the logs used in each
question, i.e. the closer are two nodes, the more similar their logs are.

The results show that the greatest similarity on average occurs between pairs
of answers that belong to the same question except for C20B, which is not
amongst them; and the pair (C20C, C20D), which ranks above 6 pairs of answers
of the same question. For the pairs of answers of the same question, these results
make sense because if the question is the same and the challenge is the same,
the answers are expected to be more similar between them. The fact that the
pair (C20C, C20D) is ranked high also makes sense because both questions refer
to bottlenecks in the same challenge. Therefore, although they refer to different
event logs, a number of authors performed almost the same analysis for each
of them, which significantly increases the similarity between these questions.
Regarding C20B, we believe that the diversity in the answers could be caused
by the logs used to answer this question. The reason is that, unlike the other
questions in which all authors analyze the same logs, in this case the question
involved several logs and not all authors decided to use the same set of logs.

Another interesting insight is that the answers of C20A are more similar to
the answers of questions that share similar objectives than to the answers of the
other questions of BPIC 2020. As a matter of fact, if we consider all questions
belonging to BPIC 2020 together (as if it were a single question), it is more
similar to other challenges than to itself. This suggests that the objective is
more important than the event log in terms of similarity.

Question objectives are not the only factor that affects the similarity between
answers, though. For instance, both C20B and C17 are linked to C20C and C20D,
but they do not share any objective. This is also evident from the fact that the
predominant answer type in the four of them is straightforward analyzer. For
C17 the reason of this similarity stems from the fact that many of its answers
try to find bottlenecks in the process even though it was not a clear objective
in the question. Instead, for C20B the similarity is because of the length of its
answers and the fact that it is in the same BPIC as C20C and C20D.

Another relevant aspect related to C17 is that its log is the only one that
allows to properly calculate the waiting time of the process since it records the
beginning and the end of the activities by means of attribute lifecycle:transition.



Table 5. Comparison between the common frequent operation variants per questions
with the same objective: differences (DIFF), fragments (FRAG), bottlenecks (BTL).
The color intensity represents the percentage of questions in which the variants exceed
the average case frequency: 0%, (0, 25]%, (25, 50]%, (50, 75]% and (75, 100]%, where
white represents 0% and pure black represents 100%.

Variants DIFF [FRAG[ BTL
1 Calculate CT of the whole process for all traces
2 Calculate CT of the whole process for each subset of traces
3 Calculate CT of the whole process for a subset of traces
4 Calculate CT of a fragment of the process for a subset of traces
5 Calculate CT for all pairs of events for all traces
6 Find activities as bottlenecks applying temporal performance criteria
7 Find sub-processes as bottlenecks applying temporal performance criteria
8| Find sub-processes with incorrect orders with respect to the happy path as bottlenecks
9 Compare CT
10 Filter traces by activities F
11 Filter traces by attributes
12 Group traces depending on attributes
13 Calculate number of traces
14 Calculate number of events
15 Calculate number of activities
16 Calculate percentage of traces
17 Calculate Statistics of CT |
18 Represent process map with CT
19 Represent histograms of CT
20 Identify values of attributes
21 Identify transitions by CT

Let us look now into the details of the operation variants that are common to
different questions. Table 5 shows the common frequent operation variants per
questions with the same objective. The columns group the questions by objective
as detailed in Table 1, but we have included C17 in the 3 categories since the
operation Find bottlenecks is used in 85.7% of its answers.

Regarding the variants of Calculate CT (rows 1-5), if the goal is to find
differences in the process, it is frequent to calculate the cycle time of the whole
process for all or some subset of traces, indistinctly. It also involves the compar-
ison of the resulting values as support to this task (row 9). Instead, the analysis
of time performance in process fragments frequently involves the calculation of
cycle time for subsets of traces. As for the bottlenecks objective, it is common
to calculate cycle time computed for all pairs of events and to carry out several
variants of Find bottlenecks (rows 6-8). Manipulation operation variants (rows
10-12) are most used within the fragments objective, although Filter traces by
activities is the only variant that is used with great frequency in all the ques-
tions analyzed in this research. Regarding the variants of the Calculate statistics
operations (rows 13-17), these are frequently used to find differences and to
analyze the cycle time of fragments of the process. The most common is to carry
out Calculate number of traces and Calculate percentage of traces, respectively.
Finally, concerning the graphical representations (rows 18-19), we observe that
if the goal is to find bottlenecks, it often involves Representing a process map



of CT. Instead, if the goal is to find differences or to analyze the cycle time of
fragments of the process, Histograms of CT is the most frequent representation.

Effects of the Authors’ Profile. An analysis of the answers grouped by the
category of the analysts (academics, professionals, students) shows differences in
both the number of operations and the number of different operations in each
answer (cf. Table 4). Specifically, the average number of operations in academics
is significantly lower than in students. For professionals, the values are in the
middle. These results suggest that academics tend to be more precise with their
reports and include only the most relevant information, whereas professionals
and particularly students, tend to include more information.

Another difference lies in the types of operations used. The most used opera-
tions by the 3 profiles are operations to analyze time. However, the second most
used type of operations for academics and students are operations to manipulate
data, while professionals use operations to calculate statistics.

Finally, we also look into the operations that appear more frequently in the
answers of each category. Specifically, we consider the operations whose abso-
lute frequency exceeds the average frequency of each category and focus on
operations that are common only to pairs of profiles. On the one hand, both
students and professionals use the same graphical representations (Represent
process map, Represent bar charts and Represent histograms) and one statistical
measure (Calculate percentages). On the other hand, academics and profession-
als share two operations: Calculate statistics and Identify attributes. Regarding
the unique operations per category, academics use more specific representations
to analyze cycle time, such as Represent density of C'T or Represent boz plots of
CT. In contrast, professionals have a greater interest in operations at the level of
activity and event, such as Analyze CT depending on the events and Calculate
dates of the development of activities of resources.

4.4 RQ4: Impact of the Current State of the Art on the Answers

We have observed that existing tools might be influencing two aspects of the
answers, specifically, the finding of bottlenecks and the visualization of cycle
time. First, if we look at the operations that analyze time, we observe that
the operation Find bottlenecks is usually implemented in a naive way with the
variant Find activities as bottlenecks applying temporal performance criteria,
which highlights those activities whose cycle time is higher than the average or
that lead to process executions whose cycle time is higher than the average. This
approach disregards resource contention problems, which are the usual cause of
bottlenecks. This naive implementation may be due to the lack of advanced
mechanisms to detect bottlenecks in typical process mining tools. To mitigate
this problem, there are proposals in the literature like [22] that provide more
advanced tools to detect them. However, there could be more factors influencing
this aspect such as the lack of awareness or data. Something similar occurs with
the operations that calculate cycle time for all pairs of events, which do not take
parallelism into account and can lead to wrong conclusions as discussed in [2].



Second, the huge majority of visual representations used to depict time per-
formance information are either general purpose visualizations (histograms or
bar charts) or process maps with performance information. In fact, only some of
the representations used by academics go beyond the visualizations commonly
provided by process mining tools. This contrasts with the current state of the
art, which includes approaches like [17,20,25] that highlight aspects that are rel-
evant to answer the questions depicted in Table 1. The reason may be again that
these approaches are not well-known beyond academia and are not integrated in
the software tools used for the analysis.

5 Conclusions

The results of this work provide an overview of the current state-of-practice to
answer time performance questions and can be useful as a comparison frame-
work to evaluate the fitness of process mining tools for addressing them. For this
purpose, it is important to note that the catalogue covers only the operations
used specifically to answer time performance questions, but before addressing
these questions it might be necessary to perform discovery and familiarization
activities that may require additional tasks as discussed in [14]. This study can
also be useful to identify opportunities to improve the way in which questions are
answered. Aligned with the findings in [14], the study shows that the compari-
son of the cycle time of different subsets of traces is extremely common either
explicitly with the operation Compare CT, or implicitly by applying Calculate
CT for different subsets of data. In fact, Calculate CT is the only operation that
is used more than once on average in each answer. For process mining tools this
means extending their current ability to quickly apply filters, to visualize and
compare the results of applying different filters at the same time.

As a next step, we plan to extend the analysis to investigate specific ordering
of certain operations by searching for dependencies in the process mining reports,
and more exhaustively compare the catalogue of operations with the support
provided by current process mining tools.
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