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Abstract. 3D patient body modeling is critical to the success of au-
tomated patient positioning for smart medical scanning and operating
rooms. Existing CNN-based end-to-end patient modeling solutions typi-
cally require a) customized network designs demanding large amount of
relevant training data, covering extensive realistic clinical scenarios (e.g .,
patient covered by sheets), which leads to suboptimal generalizability in
practical deployment, b) expensive 3D human model annotations, i.e.,
requiring huge amount of manual effort, resulting in systems that scale
poorly. To address these issues, we propose a generic modularized 3D
patient modeling method consists of (a) a multi-modal keypoint detec-
tion module with attentive fusion for 2D patient joint localization, to
learn complementary cross-modality patient body information, leading
to improved keypoint localization robustness and generalizability in a
wide variety of imaging (e.g ., CT, MRI etc.) and clinical scenarios (e.g .,
heavy occlusions); and (b) a self-supervised 3D mesh regression mod-
ule which does not require expensive 3D mesh parameter annotations
to train, bringing immediate cost benefits for clinical deployment. We
demonstrate the efficacy of the proposed method by extensive patient
positioning experiments on both public and clinical data. Our evaluation
results achieve superior patient positioning performance across various
imaging modalities in real clinical scenarios.

Keywords: 3D mesh · patient positioning · patient modeling.

1 Introduction

The automatic patient positioning system and algorithm design for intelligent
medical scanning/operating rooms has attracted increasing attention in recent
years [17,34,14,15,32], with the goals of minimizing technician effort, providing
superior performance in patient positioning accuracy and enabling contactless
operation to reduce physical interactions and disease contagion between health-
care workers and patients. Critical to the design of such a patient positioning
⋆ Corresponding author: Meng Zheng, email: meng.zheng@uii-ai.com
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Fig. 1: (a) Mesh representation of a patient in MRI scanning room. (b) Failure
cases of state-of-the-art mesh regressors (SPIN [19]) in challenging clinical sce-
narios, e.g ., simulated hospital environment [24], MRI and CT scanning rooms.

system, 3D patient body modeling in medical environments based on observa-
tions from one or a group of optical sensors (e.g ., RGB/depth/IR) is typically
formulated as a 3D patient body modeling or pose estimation problem [2,16,18]
in the computer vision field, defined as follows. Given an image captured from an
optical sensor installed in the medical environment, we aim to automatically esti-
mate the pose and shape—and generate a digital representation—of the patient
of interest. Here we consider 3D mesh representations among several commonly
used human representations (e.g ., skeleton, contour etc. [8]), which consist of
a collection of vertices, edges and faces and contain rich pose and shape infor-
mation of the real human body, as demonstrated in Figure 1(a). The 3D mesh
estimation of a patient can be found suitable for a wide variety of clinical appli-
cations. For instance, in CT scanning procedure, automated isocentering can be
achieved by using the patient thickness computed from the estimated 3D mesh
[21,17]. Consequently, there has been much recent work from both algorithm
[6,18,9] as well as system perspectives [17,7].

State-of-the-art patient mesh estimation algorithms [38] typically rely on end-
to-end customized deep networks, requiring extensive relevant training data for
real clinical deployment. For example, training the RDF model proposed in [38]
requires pairs of multi-modal sensor images and 3D mesh parameters (which are
particularly expensive to create [26,25,28]). Moreover, conventional end-to-end
3D mesh estimation methods [19,16,38,39] assume a perfect person detection
as preprocessing step for stable inference, i.e., relying on an efficient person
detection algorithm to crop a person rectangle covering the person’s full body
out of the original image. Hence, any error during this first person detection step
propagates and further impacts the mesh estimation process itself (see Fig. 1(b)),
and such detection errors are especially likely to occur when the target patient
is under-the-cover (i.e., occluded by sheets) or occluded by medical devices.

We thus propose a multi-modal data processing system that can (a) perform
both person detection and mesh estimation, and (b) be trained over inexpensive
data annotations. This system comprises several modules (c.f . Figure 2). First,
we train a multi-modal fused 2D keypoint predictor to learn complementary
patient information that may not be available from mono-modal sensors. We then
process these 2D keypoints with a novel 3D mesh regressor designed to efficiently
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Fig. 2: Proposed framework to localize 2D keypoints and infer the 3D mesh.

learn from inexpensively-produced synthetic data pairs in a self-supervised way.
Besides technical contributions within each module, e.g ., cross-modal attention
fusion for improved joint localization and self-supervised mesh regression (c.f .
Section 2), we demonstrate the robustness and generalizability of our overall
system over numerous imaging and clinical experiments (c.f . Section 3).

2 Methodology

(1) Multi-modal 2D Keypoint Detector with Attention Fusion. Most
recent works in 2D pose estimation [4,10,35] are essentially single-source (i.e.,
RGB only) architectures. Consequently, while they work reasonably in generic
uncovered patient cases, they fail in more specific ones, e.g ., when the patient
is covered by a cloth – a prevalent situation in numerous medical scanning pro-
cedures and interventions. As existing methods fail to ubiquitously work across
imaging modalities and applications, we propose a multi-sensory data processing
architecture that leverages information from multiple data sources to account for
both generic as well as specialized scenarios (e.g ., cloth-covered patients). We
first introduce how to individually train 2D keypoint detectors on single modal-
ities (e.g ., RGB or depth), then how to learn complementary information from
multiple modalities to improve detection performance and generalizability.

Given an RGB or depth person image, the 2D keypoint detection task aims
to predict a set of NJ joint (usually predefined) locations of the person in the
image space, which is typically achieved by learning a deep CNN network in most
recent works. Here we adopt HRnet [35] as the backbone architecture which takes
the RGB or depth image as input and outputs NJ 2D joint heatmaps, with the
peak location of each heatmap i = 1, ..., NJ indicating the corresponding joint’s
pixel coordinates, as illustrated in Figure 3 (orange/blue block for RGB/depth).

While the training of RGB-based keypoint detector can leverage many pub-
licly available datasets [22,29,12], the number of depth/RGBD image datasets
curated for keypoint detection is much more limited, mainly due to lower sensor
accessibility and image quality. Thus directly training depth-based keypoint de-
tectors over such limited data can easily result in overfitting and poor detection
performance during testing. To alleviate this, we propose to first utilize an un-
supervised pretraining technique [5] to learn a generalized representation from
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Fig. 3: Proposed RGBD keypoint detection framework with attention fusion.

unlabeled depth images,which is proved to have better generalizability for down-
stream tasks like keypoint detection; and then to finetune with labeled training
data for improved keypoint detection accuracy. This way, we can leverage a
larger number of public depth or RGBD image datasets collected for other tasks
for a more generic model learning. For further details w.r.t. the unsupervised
pretraining for representation learning, we refer the readers to [5].

Color and depth images contain complementary information of the patient,
as well as complementary benefits over different scenarios. E.g ., when the patient
is covered by a surgical sheet (Figure 1(b)), RGB features will be heavily affected
due to the cover occlusion, whereas depth data still contain rich shape and con-
tour information useful for patient body modeling. We seek to design an attentive
multi-modal fusion network, to effectively aggregate complementary information
across RGB and depth images by enforcing intra- and inter-modal attentive fea-
ture aggregation for improved keypoint detection performance. Specifically, we
propose a two-branch score-based RGBD fusion network as shown in Figure 3. In
the proposed fusion network, we take the last stage features of the HRnet back-
bone from RGB and depth branches respectively, and forward them into a fusion
module with intra-modal and inter-modal attentive feature aggregation, for a bi-
nary classification score prediction. This classifier aims to determine (c.f . output
score) which modality (RGB or depth) results in the most reliable prediction,
based on the prediction error from RGB and depth branches during training.
For example, if the RGB prediction error is larger than depth prediction error,
we set the classifier label to 0, and vice-versa (setting to 1 if RGB-based er-
ror is lower). After the binary classifier is learned, it will produce a probability
score (range from 0 to 1) indicating the reliability of RGB and depth branch
predictions, which is then utilized to weight keypoint heatmap predictions from
each branch before their fusion. In this way, the proposed module is able to fuse
complementary information from single modalities and learn enhanced feature
representations for more accurate and robust keypoint detection.
(2) Self-supervised 3D Mesh Regressor. After producing the 2D keypoints,
we aim to recover the 3D mesh representation of the patient for complete and
dense patient modeling. Note that we use the Skinned Multi-Person Linear
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(SMPL) model [26], which is a statistical parametric mesh model of the hu-
man body, represented by pose θ ∈ R72 and shape β ∈ R10 parameters. Unlike
prior works [38] that require both images and the corresponding ground-truth 3D
mesh parameters for training, our proposed method does not need such expen-
sive annotations and relies only on synthetically generated pairs of 2D keypoint
predictions and mesh parameters. Our method thus does not suffer from the
biased distribution and limited scale of existing 3D datasets.

Specifically, to generate the synthetic training data, we sample SMPL pose
parameters from training sets of public datasets (i.e., AMASS [27], UP-3D [20]
and 3DPW [37]), and shape parameters from a Gaussian distribution following
[30]. We then render the 3D mesh given the sampled θ and β and project the 3D
joints determined by the rendered mesh to 2D keypoint locations given randomly
sampled camera translation parameters. The NJ 2D keypoint locations then
can be formed into NJ heatmaps (as described in Section 2(1)) and passed
to a CNN for θ and β regression. Here we use a Resnet-18 [11] as the baseline
architecture for mesh regression. In our experiments, we extensively sampled the
data points and generate 330k synthetic data pairs to train the mesh regressor.
During testing, the 2D keypoint heatmaps inferred from the RGBD keypoint
detection model (c.f . Section 2(1)) are directly utilized for 3D mesh estimation.

3 Experiments

Datasets, implementation, and evaluation. To demonstrate the efficacy
of our proposed method, we evaluate on the public SLP dataset [24] (same
train/test splits from the authors) and proprietary RGBD data collected (with
approval from ethical review board) from various scenarios: computed tomogra-
phy (CT), molecular imaging (MI), and magnetic resonance imaging (MRI).

To collect our proprietary MI dataset, 13 volunteers were asked to take dif-
ferent poses while being covered by a surgical sheet with varying covering areas
(half body, 3/4 body, full body) and facial occlusion scenarios (with/without
facial mask). We use 106 images from 3 subjects to construct the training set,
and 960 images from the remaining 10 subjects as test set. For the dataset col-
lected in MRI room, we captured 1,670 images with varying scanning protocols
(e.g ., wrist, ankle, hip, etc.) and patient bed positions, with the volunteers being
asked to show a variety of poses while being covered by a cloth with different
level of occlusions (similar to MI dataset). This resulted in 1,410 training images
and 260 testing ones. For our proprietary CT dataset, we asked 13 volunteers to
lie on a CT scanner bed and exhibit various poses with and without cover. We
collected 974 images in total. To test the generalizability of the proposed mesh
estimator across imaging modalities, we use this dataset for testing only.

During training stage, we use all data from the SLP, MI and MRI training
splits, along with public datasets COCO [22] and MPII [29] to learn our single
RGB keypoint detector, with the ground-truth keypoint annotations generated
manually. For our depth detector, we pretrain its backbone over public RGBD
datasets, i.e., 7scene [31], PKU [23], CAD [36] and SUN-RGBD [33]. We then
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finetune the model over SLP, MI and MRI training data with keypoint supervi-
sion. We apply the commonly-used 2D mean per joint position error (MPJPE)
and percentage of correct keypoints (PCK) [1] for quantifying the accuracy of 2D
keypoints, and the 3D MPJPE, Procrustes analysis (PA) MPJPE [16] and scale-
corrected per-vertex Euclidean error in a neutral pose (T-pose), i.e., PVE-T-SC
[30] (all in mm) for 3D mesh pose and shape evaluation.

3.1 2D Keypoint Prediction

(1) Comparison to State-of-the-art. In Table 1 (first row), we compare the
2D MPJPE of our keypoint prediction module with competing 2D detectors on
the SLP dataset. Here, “Ours (RGB)" and “Ours (Depth)" refer to the proposed
single-modality RGB and depth keypoint detectors, which achieve substantial
performance improvement, including compared to the recent RDF algorithm of
Yang et al . [38]. In Table 4, we compare the PCK@0.3 of proposed RGBD key-
point detector with off-the-shelf state-of-the-art 2D keypoint detector OpenPose
[4] on SLP and MI datasets. We notice that our solution performs significantly
better than OpenPose across different data domains, which demonstrates the su-
periority of the proposed method. We present more PCK@0.3 (torso) evaluations
of the proposed multi-modal keypoint detector with attentive fusion in Table 5
on MRI and CT (cross-domain) dataset, proving the efficacy of the proposed
multi-modal fusion strategy.
(2) Ablation Study on Multi-Modal Fusion. Table 2 (A) contains results
of an ablation study to evaluate the impact of utilizing single (RGB/depth) and
multi-modal fused (RGBD) data for keypoint detection on SLP, MI, MRI and
CT (cross-domain) data. We evaluated on different CNN backbones, i.e. HRNet
[35] and ResNet-50 [11] (see supplementary material), and we observe consistent
performance improvement across all datasets with multi-modal fusion, demon-
strating the efficacy of our fusion architecture. See Figure 4 for a qualitative
illustration of this aspect.
(3) Ablation Study on Unsupervised Pretraining of Depth Keypoint
Detector. To demonstrate the advantage of utilizing unsupervised pretraining
strategy for generalized keypoint detection, another ablation study is performed
w.r.t. our single depth-based detector on SLP and MI data, pretrained with
varying number of unannotated data, then finetuned with a fix amount of labeled
samples (SLP, MI and MRI data). We can see from Table 3 that the keypoint
detection performance generally increases along with the quantity of pretraining
data, proving the efficacy of the proposed unsupervised pretraining strategy.

3.2 3D Mesh Estimation

We next discuss the performance of our 3D mesh estimation module. To generate
ground-truth 3D SMPL pose and shape annotations for all testing data, we
apply an off-the-shelf 3D mesh predictor [13,28] followed by manual refinement.
Given this testing ground truth, we use the 3D MPJPE and PVE-T-SC metrics
to quantify performance. Comparison to other 3D mesh estimation technique
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Table 1: Comparison on SLP [24] to existing methods, w.r.t. 2D keypoint detec-
tion and 3D mesh regression (modalities: “RGB" color, “T" thermal, “D" depth).
Grey cells indicate numbers not reported in the references.

Methods: SPIN
[19]

OP
[4]

HMR [16] RDF [38] Ours
RGB T RGBT RGB T RGBT RGB D RGBD

2D

MPJPE (px)↓ 293.8 37.2 36.6 17.1 14.2 13.2
MPJPE (cm)↓ 163.9 20.8 20.4 9.5 7.9 7.4

3D MPJPE (mm)↓ 236 155 149 143 144 138 137 123 118 115

Table 2: Ablation study and evaluation on different imaging modalities w.r.t. 2D
keypoint detector (A) and 3D mesh regressor (B). († = cross-domain evaluation)

(A) 2D detector ablation study. (B) 3D mesh regressor evaluation.

Data 2D MPJPE (px)↓ 3D PA MPJPE (mm)↓ 3D PVE-T-SC (mm)↓
RGB D RGBD RGB D RGBD RGB D RGBD

SLP 17.1 14.2 13.2 83.4 78.3 77.3 17.3 14.5 13.3
MI 13.0 13.6 12.6 97.0 101.5 93.1 22.9 26.6 17.7

MRI 7.7 15.6 7.2 103.1 99.3 94.3 19.8 17.8 15.1

CT† 23.3 22.5 21.2 110.9 107.5 104.3 17.3 20.2 17.3

Table 3: Impact of pretraining data (7scene [31], PKU [23], CAD [36], SUNRGBD
[33]) on MPJPE accuracy (px) of proposed depth-based keypoint detector.

Pretrain Datasets: [31] [31]+[23] [31]+[23]+[36] [31]+[23]+[36]+[33]

SLP 17.8 14.5 15.1 13.5
MI 14.5 13.6 13.8 13.3

Table 4: PCK@0.3 evaluation of our proposed 2D keypoint detector with com-
peting methods on SLP (top) and MI (bottom).

Methods R.Ak. R.Kn. R.H. L.H. L.Kn. L.Ak. R.Wr. R.Eb. R.Sh. L.Sh. L.Eb. L.Wr. Avg

OpenPose[4] 13.0 38.2 74.6 73.9 34.6 11.1 54.9 74.6 95.7 95.7 73.3 52.6 57.7

Proposed 98.4 98.4 100.0 100.0 99.6 98.2 92.5 97.2 99.9 99.3 96.1 94.7 97.9

Methods R.Ak. R.Kn. R.H. L.H. L.Kn. L.Ak. R.Wr. R.Eb. R.Sh. L.Sh. L.Eb. L.Wr. Avg

OpenPose[4] 0.0 0.0 2.7 3.3 0.0 0.0 20.0 34.4 85.3 86.7 34.5 18.1 23.7

Proposed 97.6 99.3 99.9 99.7 97.2 95.4 91.6 97.8 100.0 99.8 98.7 92.5 97.5

is shown in Table 1 (bottom row). Again, we observe substantial performance
improvement in terms of 3D joint localization (c.f . 3D MPJPE) and per-vertex
mesh accuracy (c.f . 3D PVE-T-SC) across a wide variety of cover conditions,
despite purely relying on synthetic training data (whereas competitive methods
require expensive 3D annotations). The proposed solution shines (on the SLP
data) over the state-of-the-art, e.g ., recent method by Yang et al . [38] and one of
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Table 5: PCK@0.3 (torso) evaluation of our proposed 2D keypoint detector on
MRI and CT† (cross-validation: no CT training data used in model learning)
testing data.

R.Ak. R.Kn. R.H. L.H. L.Kn. L.Ak. R.Wr. R.Eb. R.Sh. L.Sh. L.Eb. L.Wr. Avg

MRI 97.0 98.7 99.4 99.4 98.7 98.5 96.8 98.1 99.4 99.4 98.7 96.8 98.4

CT† 91.3 93.2 93.9 94.0 92.5 91.3 84.9 88.6 93.6 93.9 88.9 86.2 91.0

RGBD

RGB

Input Prediction GT Input Prediction GT Input Prediction GT

Fig. 4: Performance comparison between proposed RGB and RGBD model.

the most commonly used 3D mesh estimator SPIN [19]. Table 2 (B) further shows
that these improvements are generally consistent across all imaging modalities.
Qualitative mesh estimation results are shared in Figure 5.

3.3 Automated Isocentering with Clinical CT Scans

To demonstrate the clinical value of the proposed method, we evaluate the isocen-
tering accuracy in a clinical CT scanning setting. To do so, we mount an RGBD
camera above the CT patient support and calibrate it spatially to the CT ref-
erence system. With the RGBD images captured by the camera, our proposed
method can estimate the 3D patient mesh and compute the thickness of the
target body part, which can then be used to adjust the height of the patient
support so that the center of target body part aligns with the CT isocenter.
We conducted this evaluation with 40 patients and 3 different protocols, and
calculated the error based on the resulting CT scout scan as shown in Table 6.
Compared to the currently deployed automated CT patient positioning system
[3], our pipeline automatically aligns the center of target body part and scanner
isocenter with mean errors of 5.3/7.5/8.1mm for abdomen/thorax/head respec-
tively vs. 13.2mm median error of radiographers in [3], which clearly demon-
strates the advantage of our proposed positioning workflow.

4 Conclusion

In this work, we considered the problem of 3D patient body modeling and pro-
posed a novel method, consisting of a multi-modal 2D keypoint detection module
with attentive fusion and a self-supervised 3D mesh regression module, being ap-
plicable to a wide variety of imaging and clinical scenarios. We demonstrated
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CT MI MRI SLP

Fig. 5: Visualization of reconstructed mesh results on CT, MI, MRI and SLP.

Table 6: Evaluation on ISO-center estimation with clinical CT scans.
Protocol Abdomen Thorax Head

Error Mean STD Mean STD Mean STD

(mm) 5.3 2.1 7.5 2.9 8.1 2.2

these aspects with extensive experiments on proprietary data collected from
multiple scanning modalities as well as public datasets, showing improved per-
formance when compared to existing state-of-the-art algorithms as well as pub-
lished clinical systems. Our results demonstrated the general-purpose nature of
our proposed method, helping take a step towards algorithms that can lead to
scalable automated patient modeling and positioning systems.
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