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Abstract. Accurate geometry representation is essential in developing
finite element models. Although generally good, deep-learning segmen-
tation approaches with only few data have difficulties in accurately seg-
menting fine features, e.g., gaps and thin structures. Subsequently, seg-
mented geometries need labor-intensive manual modifications to reach
a quality where they can be used for simulation purposes. We propose
a strategy that uses transfer learning to reuse datasets with poor seg-
mentation combined with an interactive learning step where fine-tuning
of the data results in anatomically accurate segmentations suitable for
simulations. We use a modified MultiPlanar UNet that is pre-trained
using inferior hip joint segmentation combined with a dedicated loss
function to learn the gap regions and post-processing to correct tiny in-
accuracies on symmetric classes due to rotational invariance. We demon-
strate this robust yet conceptually simple approach applied with clini-
cally validated results on publicly available computed tomography scans
of hip joints. Code and resulting 3D models are available at: https:
//github.com/MICCAI2022-155/AuToSeg
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1 Introduction

Precise segmentation of medical images such as computed tomography (CT)
scans, is widely used for generating finite element (FE) models of humans for
patient-specific implants [2]. A requirement in generating FE models is a proper
geometrical representation of the anatomical structures [9]. In our case, an accu-
rate segmentation of the hip joint (HJ) should essentially detail the shape and
boundaries of the femur and hip bones and identify the inter-bone cavities. The
segmented geometries should be closed, non-intersecting, and without spikes.
As manual segmentation is labor-intensive and time-consuming [9], automated
segmentation tools are usually necessary to generate accurate FE models.
Convolutional Neural Networks with encoder-decoder structures are widely
used for auto semantic segmentation, among which the most successful one is
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the UNet structure [10]. The architecture uses skip connection on high-resolution
feature maps in the encoding path to include more fine-grained information. Al-
though more recent models are proposed on segmenting natural images, e.g.,
DeepLabV3+, UNet still provides some of the best segmentation results in med-
ical images [1] . Therefore, the variation of UNet, e.g., 3D UNet, is a straight-
forward way to segment 3D medical data like CT scans and has shown its state-
of-the-art performance [3]. Applying 3D convolutions directly to large 3D im-
ages may overflow memory. Therefore, 3D models are usually trained on small
patches, which results in a limited field of view and subsequent loss of global in-
formation. As an alternative with far less memory usage, the MultiPlanar UNet
(MPUNet) model was proposed by Perslev et al. [8] which uses a 2D UNet to
learn representative semantic information.

Most studies on auto-segmentation of the HJs focus on designing more pow-
erful neural networks that separate anatomical structures with little manual
intervention [12,13]. These studies focus primarily on the bone morphology and
not on the inter-bone gaps. The consequence is that although they reach fairly
high Dice scores, the segmentation results are anatomically inaccurate and are
unsuitable for generating HJ 3D models. This limits the usability of the existing
deep learning models for FE simulations [7].

We require the deep learning models to provide anatomically correct segmen-
tation of the bones and the existing gap in the HJ as shown in Fig. 1 [12,13].
Due to the limited number of accurate training data, we propose a deep learning-
based strategy for enhancing publicly available poorly annotated scans using only
a few accurately segmented data to learn an accurate model and in our case the
gap regions in HJ. Besides using the idea of MultiPlanar, our backbone model
is a standard UNet with batch normalization. Therefore, the proposed pipeline
is both parameter and memory eflicient.

Fig. 1: Illustration of gap generation: Inferior ground truth of a training image
from public dataset (A) and results by fine-tuned model (B). Results on a test
image with model trained only on public dataset (C) with erroneous prediction
detection (D) and fine-tuned (E)

To enforce the cartilage gap with few annotated data, we apply MPUNet
with a dedicated loss function penetrated more on the gap regions combined with
transfer learning and a post-processing step. Our framework uses an interactive
learning pipeline involving pre-training MPUNet on a public dataset with inferior
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HJ segmentation to learn general semantic features of the bones [5]. The model
is then fine-tuned using a few highly accurate segmentation to learn the correct
labeling of the gaps. We show that our proposed approach allows the model to
learn the gap and generate anatomically accurate segmentation, using the pre-
trained model and only four accurate segmentations for fine-tuning. Our work
is validated on a set of HJs from which we construct FE models and report the
Dice with the manually corrected segments used for biomechanical models.

2 Method

Our strategy for accurate HJ segmentation with very few accurate training im-
ages relies on the following: (i) we use the idea of MPUNet that segments 3D
medical images using 2D models while preserving as much spatial information
as possible by segmenting different views of the data. (ii) we use a relatively
simple yet powerful backbone model for performing the segmentation to avoid
overfitting and memory issues. (iii) we pre-train the model using publicly avail-
able datasets with poor labels, which are then fine-tuned with a very small set
of accurately annotated data. (iv) we use a dedicated weighted distance loss to
enforce the gap between the bones. (v) we introduce a post-processing step that
solves the internal problem of MPUNet on images with symmetric features.
Model: As a baseline model, we use the MPUNet proposed by Perslev et al. [§]
to segment the 3D HJs using 2D UNet while preserving as much 3D information
as possible by generating views from different perspectives. During training, the
model f(x;60) takes a set 2D image slices of size w x h, from different views,
and outputs a probabilistic segmentation map P € R*"*K for K classes for
each slice. Standard pixel-wise loss function is then applied for back-propagation.
Our experiment uses a standard categorical cross-entropy loss augmented by the
weighted distance map. We found no improvement using a class-wise weighted
cross-entropy loss or the dice loss. In the inference phase, we run 3D reconstruc-
tion in each view separately over the segmentation results on all the parallel
slices to get the volume back. This results in a volume probability map of size
m X w x h x K for each view. Unlike original MPUNet [8] which suggests training
another fusion model using validation data, we simply sum over the results (P)
from different views followed by an argmax over last dimension to get the final
label map. This strategy achieves good results on the validation data.
Transfer Learning: The accurate segmentation and fast convergence rely par-
tially on pre-training the model using publicly available datasets with poor label-
ing, which is subsequently fine-tuned with a small set of accurate data. We detail
two modifications that differ from standard transfer learning settings. First, we
also transfer the weight in the last softmax layer for a much faster convergence
because we work on exactly the same classes as before. Then, instead of freezing
encoder and only fine-tuning decoder, it is necessary to explicitly learn encoder
to detect the gap, as the gap must be encoded correctly first.

Weighted Distance Map: For the model to be fined-tuned to learn the gap
between the bones, we enforce a voxel-wise weight-map w(x) to the loss function
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based on the distances to the border of the foreground classes. This strategy was
initially suggested in the original UNet paper, which we employ in a modified
version for 3D data [10,8]. We define w(x) as follows,

_ (dy (@) +day(2))?

w(z) = we(x) +wp - e 207 (1)

where d; and ds denotes the distance to the border of the nearest foreground
class and the second nearest foreground class respectively. We follow original
UNet paper and set wg = 10 and 0 = 5. w, : 2 — R is used to balance the class
frequencies, which we do not enforce, thus we set w, = 1 for every c.

During fine-tuning, the corresponding slice of the 3D weight map is sampled
together with the images and labels. We apply an element-wise multiplication of
the weight map with the cross-entropy loss of predictions and labels on each pixel
before reduction. Fig. 2 (left & middle) shows an example training slice. Note
that we do not plot the prediction since it consists of multi-class probabilities.

Fig.2: (left) A sample training slice of true labels overlaid on top of raw image.
(middle) Corresponding weight map computed with Eq. (1) overlaid on top of
label boundaries. (right) Results of training with weight map calculated over
eroded labels(orange contour), which shows a smoother and more complete con-
tour near the boundaries than the results trained without erosion (blue contour).

We also notice that the model is prone to overfitting to the gap, producing
a broader gap than usual if we assign higher weights only to the gap regions in
Eq. (1). Instead, we would like to assign more weight to the boundaries around
the gap to avoid false negatives. This is accomplished by applying a mathematical
erosion to the labels over a ball with a radius of 3 voxels before calculating the
weight map, as demonstrated in Fig. 2 (middle). To compensate for the increased
value of dy + dy introduced by erosion, we double wg to 20.
Sampling Strategies: Sampling and interpolation are necessary to retrieve cor-
responding 2D slices from a 3D medical image viewed from a random orientation
other than the standard RAS axes. We follow the idea in [8] by sampling pixel
with dimension d € Z* on isotropic grids within a sphere of diameter m € R
centered at the origin of the scanner coordinate system in the physical scanner
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space. We differ in that these two numbers are chosen as the 75 percentile across
all axes and images during training but as maximum value during inference. This
ensures both efficient training and complete predictions near the boundaries.

Post-Processing: Although MPUNet is both parameter and memory efficient,
the model is trained on 2D slices with a possibly limited field of view near
the boundaries. Furthermore, it is trained to segment the input viewed from
different perspectives by sampling from planes of various orientations. This in-
troduces some rotational invariance but makes it hard to distinguish between
symmetric classes with very similar semantic features. For example, it is hard to
be consistent with the left and right femurs when viewing the input from vari-
ous perspectives. Therefore, some part of the left femur near the boundaries is
mis-classified as the right femur respectively, and vice versa, as shown in Fig. 3.

Fig.3: Segmentation (left) with post-processing (right) where falsely predicted
symmetric groups are recovered.

In order to solve this problem automatically, we propose a symmetric con-
nected component decomposition. We only keep the largest connected compo-
nent for each symmetric class pair while assigning the corresponding symmetric
class value to all the other components. By doing this instead of just removing
small components, those parts predicted as the left femur on the right femur are
mapped correctly to the right femur, and vice versa. We then apply a standard
connected component decomposition while keeping only the largest connected
component for each foreground class to remove floating points (false positives).

We acknowledge that our post-processing is highly task-specific but could
also be generalized to other segmentation tasks with symmetric classes that
share similar semantic features and are disconnected from each other.

3 Data and Experiments

We use 35 CT scans from The Cancer Imaging Archive and crop the region
of interest on the images to roughly cover the area around the HJs, including
the sacrum, both hip bones, and both proximal femurs [4]. Each scan comprises
(4154+47) x (244£30) x (266+£29) voxels, with a voxel size of (0.78+0.11) x (0.77+
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0.1) x (0.96 4 0.17) mm3. For the pre-training step, we use 10 scans and their
associated inferior segmentations from a publicly available dataset of segmented
CT pelvis scans with annotated anatomical landmarks (CTPEL) [5,12]. We only
use two scans with accurate segmentation to fine-tune the model in the first
place, In the next step, two other unseen scans are used to get the segmentation
results of the model. Then, we manually correct these two results and fine-
tune the model again. The second fine-tuning process could be re-iterated, but
four images is sufficient to obtain accurate results. We evaluate the segmentation
results of our approach with minimal required fine-tuning data. A clinical expert
evaluated the segmentation results of the 21 test cases.

Interactive Learning Setup: Using prior anatomical knowledge that each
class should be disconnected by at least a certain distance, contradicting cases in
the model output indicate false positives (collisions) on at least one of the classes.
We thus apply another Euclidean transform over the output segmentation P
such that each point in a predicted foreground class is mapped to the nearest
distance to other foreground classes. We can then find those collision points set
E by applying a threshold € to the distance map, as shown in Fig. 1 (D).

E = {a|P(z) # 0 Ad(x) < ¢} (2)

Since E only roughly captures the collision points, directly setting them to back-
ground will not be accurate and may introduce false negatives. However, the size
of it (|E|) can be used as a metric for model performance without ground truth
to decide when to terminate the interactive learning process. In our experiment
where € = 2, the model without fine-tuning gives |E| ~ 24803, while fine-tuning
with two and another two accurate data reduces |E| to 1000 and 200 respectively.
Pre-processing: We pre-process the data by first filtering out all negative
values in the volume because both bones and cartilages should have positive
Hounsfield unit values. We then apply a standardization based on the equation
Xscale = (T;—Tmean)/(X75 —x25), where 25 and 275 are the 1st and 3rd quartiles
respectively. This removes the median and scales the intensity based on quartiles
and is more robust to outliers. No other pre-processing is applied to avoid any
manual errors that can easily propagate in a neural network.

Experimental Setup: The network is trained on NVIDIA GeForce RTX 3090
with a batch size of 10 using the Adam optimizer for 40 epochs with a learn-
ing rate of le-5 and reduced by 10% for every two consecutive epochs without
performance improvements. We apply early stopping if the performance of five
consecutive epochs does not improve. Pre-training takes approximately one day,
while fine-tuning takes about six hours to reach convergence.
Augmentations: We follow MPUNet by applying Random Elastic Deforma-
tions to generate images with deformed strength and smoothness [11] and assign
a weight value of 1/3 for the deformed samples during training [8].

4 Results

To have suitable geometries for FE models, the auto-segmentation framework
must separate bones and generate accurate results near the boundaries, which
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is essential for generating cartilage layers for HJ. Therefore, any standard eval-
uation metric such as the Dice score could be misleading. Hence, our results,
including the bone outlines and the existing gap in the joints, are first validated
by a senior consultant radiologist as our clinical expert.

The clinical expert initially scrolls through all the segmented slices to verify
the bone contours and the gaps between the hip and femoral bones. Then, he
verifies the anatomical shape and smoothness of the reconstructed 3D model.
This procedure justifies our method in obtaining precise HJ geometries.

Fig. 3 illustrates the results of the fined-tuned model on the test set and
demonstrates the effect of post-processing, where it shows that the misclassified
regions in symmetric classes are successfully recovered by the post-processing
step. With the distance weight applied to loss, the model can detail the gap
accurately. The final result is accurate and requires little or no human inter-
vention for subsequent simulation experiments, e.g., FE analysis. Results in 3D
are available at GitHub Repo. As an example, we have generated the cartilage
geometry on the segmented HJ with a method proposed by [6] to analyze the
stress distributions as shown in Fig. 4. The results show a smooth stress pattern
indicating that our method’s output is suitable for use in FE simulations.

Dice 1 GapDice T HD(#vozels) |
Ours 98.63 + 0.56 96.47 + 1.60 3.67 = 1.13
NoPretrain 97.82 £ 0.59 95.13 £ 1.42 5.26 £+ 2.10 /
NoWeight 98.12 £ 0.47 94.35 £+ 2.19 4.58 + 1.50
3DUNet 93.36 £ 1.84 87.48 £+ 3.01 7.02 £ 1.09
Ours(2) 97.59 + 0.74 95.19 + 1.14 5.18 £+ 2.08
NoPretrain(2) 90.80 + 9.29 91.13 +8.53  11.20 + 7.19
NoWeight(2) 96.28 +£ 2.91 93.91 + 1.74 6.30 £ 2.95

Fig.4: Smooth von
Table 1: Test Results with various design choices Mises stress pattern

4.1 Numerical Validation and Ablation Study

Although numerical results could be misleading regarding the final FE simula-
tions, we include them as a validation and ablation study of our several design
choices. Table 1 shows the numerical validations on the test set, including nine
images with manually corrected ground truth segmentations. We test the perfor-
mance by varying one of the design choices each time while keeping the others
fixed. (i) The strategy mentioned in Section 2 (ours), (ii) Training without using
ten inaccurate public data (NoPretrain), (iii) Training without enforcing dis-
tance weight map (NoWeight), (iv) Using 3D UNet as the backbone (3DUNet).
We also test and report the performance in the first stage when fine-tuned with
only two manually corrected data except for (iv) because of its poor performance.

Besides the standard Dice score, we are especially interested in the surface
and gap regions. Therefore, two more evaluation metrics are introduced. We
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use Hausdorff distance (HD) as surface measurement by computing the largest
distance between the result and the nearest point on the ground truth.

HD(P,Y) = in [|p — in ||p — 3
(PY) = max(maxmin |lp — yll2, maxminlp - yll2) (3)

We also propose a GapDice in Eq. (4) to measure the average Dice score
between the segmentation result and the ground truth only around the gap
regions. Given the segmentation results P and ground truth segmentation Y, we
compute the Euclidean distance transformation map Yy of Y, corresponding to
the dy +ds term from Eq. (1). The gap region G is defined as the locations where
Y4 < €. Dice score between P and Y is calculated in the standard way inside G.
Here we choose € = 10 as we found it to be a good indicator of both the gap and
boundary regions. Fig. 2 (middle) shows the region computed by eroded labels,
which is also an indication of G. Please refer to GitHub Repo for generated G.

2«|PNY NG| 0
IPNG|+ Y NG|

GapDice(P,Y) =

The results show that MPUNet (all the first three models) works significantly
better than 3D UNet in a data scarcity setting. Our pipeline outperforms in
all three metrics. Especially, although the difference of the Dice score is not
significant in our fine tuned model with four manually corrected data, pretraining
on inaccurate data and enforcing the weight map shows a significantly better
GapDice score and HD, which is vital for further simulation. The benefit of
pretraining is much clearer in the first round when fine-tuned with only two
accurate data, which is crucial to have minimal manual work to be fine tuned
again. We acknowledge that the ground truth for test data is manually modified
over the results from our pipeline, giving a bias when comparing multiple models,
but the general goal is to show that our pipeline suits well for further simulation.

5 Conclusion

We presented an auto-segmentation framework for accurate segmentation from
CT scans considering the bone boundaries and inter-bone cavities. OQur frame-
work uses a modified MPUNet pre-trained on a public dataset with coarse seg-
mentation and fine-tunes with very few data with accurate segmentation in a
transfer and interactive learning setup. We demonstrate that our simple yet ro-
bust model can detail crucial features such as the gap where the cartilage resides.
This work is tested out on HJ CT scans and provides anatomically accurate
segmentation, which has both been verified by a clinical expert and shown supe-
rior numerical results, reaching an overall Dice score above 98% and above 96%
around gap regions. Our method can be used to enhance anatomically incorrect
and poorly annotated datasets with a few accurately annotated scans. The FE
analysis shows that the generated models produce smooth stress patterns with-
out any geometry-related artifacts. Thereby, the segmentation result of this work
can be used for generating FE models with little or no manual modifications.
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