
Lecture Notes in Computer Science 13542

Founding Editors

Gerhard Goos
Karlsruhe Institute of Technology, Karlsruhe, Germany

Juris Hartmanis
Cornell University, Ithaca, NY, USA

Editorial Board Members

Elisa Bertino
Purdue University, West Lafayette, IN, USA

Wen Gao
Peking University, Beijing, China

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Moti Yung
Columbia University, New York, NY, USA

https://orcid.org/0000-0001-9619-1558
https://orcid.org/0000-0003-0848-0873


More information about this series at https://link.springer.com/bookseries/558

https://link.springer.com/bookseries/558


Konstantinos Kamnitsas · Lisa Koch ·
Mobarakol Islam · Ziyue Xu · Jorge Cardoso ·
Qi Dou · Nicola Rieke · Sotirios Tsaftaris (Eds.)

Domain Adaptation and
Representation Transfer
4th MICCAI Workshop, DART 2022
Held in Conjunction with MICCAI 2022
Singapore, September 22, 2022
Proceedings



Editors
Konstantinos Kamnitsas
University of Oxford
Oxford, UK

Mobarakol Islam
Imperial College London
London, UK

Jorge Cardoso
King’s College London
London, UK

Nicola Rieke
Nvidia GmbH
Munich, Bayern, Germany

Lisa Koch
University of Tübingen
Tübingen, Germany

Ziyue Xu
Nvidia Corporation
Santa Clara, CA, USA

Qi Dou
Chinese University of Hong Kong
Hong Kong, Hong Kong

Sotirios Tsaftaris
University of Edinburgh
Edinburgh, UK

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-031-16851-2 ISBN 978-3-031-16852-9 (eBook)
https://doi.org/10.1007/978-3-031-16852-9

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2022
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0003-3281-6509
https://orcid.org/0000-0003-1284-2558
https://orcid.org/0000-0003-0241-9334
https://orcid.org/0000-0002-5728-6869
https://orcid.org/0000-0002-3416-9950
https://orcid.org/0000-0002-8795-9294
https://doi.org/10.1007/978-3-031-16852-9


Preface

Computer vision and medical imaging have been revolutionized by the introduction of
advanced machine learning and deep learning methodologies. Recent approaches have
shown unprecedented performance gains in tasks such as segmentation, classification,
detection, and registration. Although these results (obtained mainly on public datasets)
represent important milestones for the Medical Image Computing and Computer
Assisted Intervention (MICCAI) community, most methods lack generalization
capabilities when presented with previously unseen situations (corner cases) or different
input data domains. This limits clinical applicability of these innovative approaches
and therefore diminishes their impact. Transfer learning, representation learning, and
domain adaptation techniques have been used to tackle problems such as model
training using small datasets while obtaining generalizable representations; performing
domain adaptation via few-shot learning; obtaining interpretable representations that are
understood by humans; and leveraging knowledge learned from a particular domain to
solve problems in another.

The fourth MICCAI workshop on Domain Adaptation and Representation Transfer
(DART 2022) aimed at creating a discussion forum to compare, evaluate, and discuss
methodological advancements and ideas that can improve the applicability of machine
learning (ML)/deep learning (DL) approaches to clinical settings bymaking them robust
and consistent across different domains.

During the fourth edition of DART, 25 papers were submitted for consideration
and, after peer review, 13 full papers were accepted for presentation. Each paper was
rigorously reviewed by at least three reviewers in a double-blind review process. The
papers were automatically assigned to reviewers, taking into account and avoiding
potential conflicts of interest and recent work collaborations between peers. Reviewers
were selected from among the most prominent experts in the field from all over the
world. Once the reviews were obtained, the area chairs formulated final decisions over
acceptance or rejection of eachmanuscript. These decisionswere always taken according
to the reviews and were unappealable.

Additionally, the workshop organization committee granted the Best Paper Award
to the best submission presented at DART 2022. The Best Paper Award was assigned
as a result of a secret voting procedure where each member of the committee indicated
two papers worthy of consideration for the award. The paper collecting the majority of
votes was then chosen by the committee.

We believe that the paper selection process implemented during DART 2022, as
well as the quality of the submissions, resulted in scientifically validated and interesting
contributions to the MICCAI community and, in particular, to researchers working on
domain adaptation and representation transfer.
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We would therefore like to thank the authors for their contributions and the
reviewers for their dedication and professionality in delivering expert opinions about
the submissions.

August 2022 M. Jorge Cardoso
Qi Dou

Mobarakol Islam
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