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Abstract. Most continual learning methods are validated in settings
where task boundaries are clearly defined and task identity information
is available during training and testing. We explore how such methods
perform in a task-agnostic setting that more closely resembles dynamic
clinical environments with gradual population shifts. We propose ODEx,
a holistic solution that combines out-of-distribution detection with con-
tinual learning techniques. Validation on two scenarios of hippocampus
segmentation shows that our proposed method reliably maintains per-
formance on earlier tasks without losing plasticity.
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1 Introduction

Deep learning methods are mostly validated in stationary environments where
the train and test data have been carefully homogenized to preserve the i.i.d.
assumption. This does not reflect the reality of clinical deployment, where acqui-
sition conditions and disease patterns evolve over time. Continual learning (CL)
paradigms are being explored by medical imaging researchers [19,22,27] and reg-
ulatory bodies [29] as evaluation settings that are better suited for AI in health-
care. Continual methods deal with temporal restrictions on data availability by
sequentially accumulating knowledge over a stream of tasks, each containing data
from a different distribution, without revisiting previous stages.

Yet most CL approaches are validated in settings with rigid task boundaries
and known task labels, which is far from how real dynamic environments behave
[7]. When deviating from this simplistic problem formulation, they perform worse
than simple baselines [23]. Previous research has established desirable properties
for CL methods, illustrated in Fig. 1. These include no reliance on either (1)
assumptions on task boundaries during training or (2) access to task identity
labels, i.e. the method should be task-agnostic [10]. In addition, the model should
(3) preserve previous knowledge while (4) maintaining sufficient plasticity to
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learn new tasks and (5) not require additional computational resources during
training [7,10]. The last three objectives are often deemed to be orthogonal, i.e.
most approaches either catastrophically forget previous knowledge (too plastic),
cannot learn new tasks (too rigid) or the training time and resource requirements
grow linearly with the number of tasks.
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Fig. 1. Desiderata for continual learning [7,10]. Left: methods should not rely on rigid
boundaries or task labels. Right: trade-off between plasticity, rigidity and resource use.

Methods for task-agnostic continual learning are overwhelmingly rehearsal-
based [1,2,12,21,27], i.e. store a subset of past images or features in a memory
buffer, which is not admissible in many diagnostic settings due to patient pri-
vacy considerations. Active learning methods also exist which rely on expert
interaction [22].

Other approaches train generative models to identify distribution shifts [24]
or only update the shortest sub-path of the network that allows a correct classi-
fication [6], but such solutions are computationally expensive and are therefore
only evaluated in low-resolution classification settings. The field of continual
learning for medical segmentation is still under-studied. Most research follows
regularization-based strategies that calculate the importance of parameters and
penalize their deviation [19,30]. Approaches have also been proposed for active
learning [31], others allow the storage of previous samples [21,28]. Some meth-
ods leverage feature disentanglement to alleviate forgetting [16,18] or maintain
task-dependent batch normalization layers [13]. To our knowledge, no method
has been previously introduced for semantic segmentation that is task-agnostic
and does not make use of a rehearsal component.

We propose ODEx, an expansion-based approach that (1) does not revisit
previous stages, (2) is well-suited to a wide array of use cases, including semantic
segmentation and (3) is task-agnostic, i.e. requires neither task boundaries nor
task labels during training or inference. ODEz uses continual out-of-distribution
(OOD) detection to signal when to expand the model and select the best pa-
rameters during inference. Although we maintain multiple parameter states in
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persistent memory, each occupies less than 0.2 GB and the continual OOD de-
tection mechanism ensures that this number remains low. Unlike other methods,
ODEx requires the same GPU memory and training time as regular sequential
learning. Our contributions include:

1. proposing a task-agnostic continual learning solution suitable for a wide
array of deep learning architectures, and

2. introducing a continual OOD detection mechanism that does not require
access to early data for estimating the distance to the training distribution.

We explore the problem of hippocampus segmentation in T'1-weighted MRIs,
which is crucial for the diagnosis and treatment of neuropsychiatric disorders but
highly sensitive to distribution shifts [25], for two non-stationary environments.
Our results show that ODFEz outperforms state-of-the-art approaches while ad-
hering to desirable properties for continual learning.

2 Methodology

We start by defining our problem formulation of task-agnostic continual learning.
We then introduce ODEz, visualized in Fig. 2 (bottom). During training, we
accumulate the mean and covariance of batch normalization layers and detect
domain shifts with the Mahalanobis distance. When a domain shift occurs, a
new model is initialized with the most appropriate parameters and added to the
model pool. During inference, we extract predictions with the best model state.
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Fig. 2. Top: continual setting with rigid boundaries and task labels. Expansion methods
create new parameters at each task boundary. Bottom: the task-agnostic ODFEx method
initializes a new set of parameters when a domain shift is detected.

Task-agnostic continual learning: In continual learning settings, model
Fo : x — g is trained with data samples from an array of IV different tasks or
data distributions {7;... Ty, }, each found at the i, stage t;. The model should be
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deployable after finishing the first stage, and evolve over time. For segmentation,
each instance has the form (x,y, j), where z is an image and y the segmentation
mask. Additionally, j denotes the task label, i.e. that (x,y) ~ T;. The goal is to
find parameters ¢ that minimize the loss £ over all seen tasks {7;},<y, (Eq. 1).

Ny
arggninZE(z,y) ~ 71 [L(Fo(z),y)] (1)

j=1
The objective cannot be optimized directly, as at any training stage t; only
data from 7; is available. The main challenge consists of ensuring enough rigidity
during training to obtain good performance on (z,y) ~ {7}, ; and enough

plasticity to learn from present and future data (z,y) ~ {7i};5;-

FEzxpansion-based methods approach this by keeping task-dependent param-
eters {f;...0x,}, which in their simplest form comprise the entire model, and
perform inference on (z,y,j) with the respective Fp, (see Fig. 2, above). In
task-agnostic scenarios, task labels j are unknown and may not even be clearly
defined. The goal is to learn a set of parameters © = {91...0|@|} and an infer-
ence function J :  — 0 that selects the best parameters during testing (Eq.
2). In the absence of rigid task boundaries, the size of the model pool |O| is
unknown. Task-agnostic settings thus signify three additional challenges: (1) de-
tecting when domain shifts occur, (2) keeping |©| low and (3) choosing the best
parameters during testing. In the following, we outline how we approach these.

Ny
argmin } By ~ 75 [£(Fg)(@):9)] (2)
j=1

Detecting domain shifts: During training, we extract features z from the
first set of Batch Normalization layers BN7. These normalize inputs and thus
contain domain-pertinent information which has been found to play a key role
in detecting interference during sequential learning [13]. We estimate a multi-
variate Gaussian NV;(p;, 2;) at the end of training stage ¢; as:

N N
2k < BNy(zk); i %sz; X %Z(Zk — i)z — )T (3)
k=1 k=1
Inspired by previous research on OOD detection for semantic segmentation
[9], we detect data shifts by calculating the Mahalanobis distance Daq(z; p, X)
to the training distribution. In contrast to other methods for assessing similarity,
such as the Gram distance popular in rehearsal-based continual learning [21,22],
the Mahalanobis distance requires storing only p and X
As we cannot revisit data from previous stages, we cannot estimate N with
all data used to train the model. In a situation with slowly shifting data distri-
butions, if we were to only consider the p and X of the last training batch, then
we may never detect a sufficiently large distance signaling the need to expand
the model pool. We therefore store p; and X; at the end of each training stage t;
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and add this to the history B; of the model which contains information from all
pertinent training stages. At stage t;11, parameters 6 are selected that minimize
the summed distance of the present training data to the history of 6 (Eq. 4).

D (1) : s > D,z %)) (4)
(1g,25)€8;

Managing the model pool: When data arrives for a new stage t;, the
distance D n(z;1) is calculated and the best model 6 is selected. If Dq(z;1) < &
(case 1), then 0 is updated with the current data. Afterwards, p; and X; are
calculated and added to the model history B. If instead Daq(z;7) > € (case 2),
a domain shift is detected and a new model 6; is initialized with the parameters
of 6. After a domain shift, the size of the model pool |©| grows by 1. The history
of the new model B; is initialized with B, so the history of each model contains
information pertaining to all data distributions used to train it. Following previ-
ous research [9] we normalize the distances between the minimum and doubled
maximum in-distribution values, and set £ = 2u.

Continuing to train older models instead of initializing a new one for each
stage has two advantages: (1) the model pool does not grow linearly with the
length of the data stream, which would be prohibiting for deployment over long
time periods and (2) models can benefit from further training when the data
distributions are compatible, potentially allowing positive backwards transfer.

Performing inference: Inference proceeds as illustrated in Fig. 2 (right).
For each image, the summed Mahalanobis distance of the test image to each set
of parameters § € O is calculated. Again, the best model 0 is selected and, in
this case, directly used to extract a segmentation mask F;(x) = 9.

3 Experimental Setup

We briefly outline how we build our data base of tasks with smooth distribu-
tion shifts from publicly available datasets and report relevant aspects of our
experimental setup. For further implementation details, we refer the reader to
the supplementary material and our code found under https://github.com/
MECLabTUDA/Lifelong-nnUNet.

Data: We look at two different scenarios of data streams with slowly shifting
distributions for segmentation of the entire hippocampus (head, body and tail)
in T1-weighted MRIs. The first is constructed from three public datasets: HarP
[3] contains 135 healthy and Alzheimer’s disease patients, Dryad [15] has 25
healthy adult subjects and Decathlon [26] contains 130 healthy and schizophrenia
patients. We slowly shift the distribution of cases from each source as illustrated
in Appendix A. We refer to this scenario as shifting source. For the second
scenario, henceforth referred to as transformed, we slowly modify the Decathlon
data using the TorchIO library [20]. We apply intensity rescaling up to a contrast
stretching of (0.1, 0.9) and affine transformations of up to a (0.8, 1.2) scaling
range, 15 degrees rotation and 5 mm translation.
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Table 1. Performance of the joint training upper bound (first row), sequential learning
and six continual learning strategies on the two hippocampus segmentation scenarios.

Shifting source Transformed

Method Dicet BWT1 FWT1® [Dice T+ BWT1T FWT?
Joint .89 +.01 .90 +£.01

Seq. b7 £.32 -19 £.12 .14 +.09|.87 +£.03 -.02 £.02 .09 £.05
EWC .78 £.08 .02 £.03 .08 £.08 |.79 +£.10 .01 +.01 .04 +.02
MiB .67 £.24 -.10 .07 .14 £.10|.87 £.04 -.02 £.02 .07 +.04
RW .61 £.28 -.15 £.10 .14 +.10|.87 +£.03 -.03 £.03 .09 £.05
PLOP b7 +£.32 -22 +.14 .13 £.09 .86 +.02 -.02 £.02 .10 +.06
LwF b1 +£.35 -.23 +£.13 .10 £.07 |.86 .04 -.04 £.04 .10 +.06
ODEx (ours)|.87 +£.04 -.03 £.02 .14 £+.09|.89 £+.01 -.01 £.01 .09 £.05

Network architecture and training: We use a full-resolution nnUNet [11]
model for all experiments, with the architecture and training settings selected
for the first training stage of each data stream. We perform 200 epochs for
each stage, with a loss of Dice and Binary Cross Entropy weighted equally. All
experiments were carried out on a Nvidia Tesla T4 GPU (16 GB).

Metrics: We report the average Dice on test data from all tasks {7:};.y,
as well as backwards (BWT) and forwards (FWT) transferability [7,10]. BWT
is the inverse forgetting and displays to what extent the performance on test
samples (z,y) ~ T; deteriorates with further training in stages {t;};,. v, FWT
instead measures what impact training on each stage {ti}ig ~, has on test data
(z,y) ~ T;. Methods that prevent forgetting show high, realistically close to 0,
BWT. FWT is high if enough plasticity is maintained to acquire new knowledge.
For both metrics, we report the average over test data from all tasks.

Baselines: In Sec. 4.1, we compare our approach against sequential training
and five popular continual learning approaches: Elastic Weight Consolidation
(EWC) [14], Modelling the Background (MiB) [4], Riemannian Walk (RW) [5],
PLOP [8] and Learning without Forgetting (LwF) [17]. We also report the upper
bound of joint training. In most cases, we use the hyperparameters suggested
in the corresponding publications or code bases (for more details see Appendix
B). For MiB, we reduce the lkd to prevent loss explosion. In Sec. 4.2 we perform
an ablation study and compare the use of the Mahalanobis distance to other
methods proposed within task-agnostic learning, namely using the Gram matrix
[21] and detecting domain shifts through a fall in training performance [6].

4 Results

We first compare ODFEzx to state-of-the-art continual learning approaches in Sec.
4.1. Afterwards, we take a closer look at the cumulative Mahalanobis distance
for identifying domain shifts and selecting the best parameters (Sec. 4.2).
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4.1 Continual learning performance

We compare our proposed approach ODFEz to five continual learning methods in
Tab. 1. The first row shows the upper bound of training a model statically with
all training data. Sequential results show the deterioration of the performance
in earlier tasks as training is carried out, and the following rows display how five
continual learning strategies alleviate this. From these, only FWC maintains
performance on earlier tasks, but at the cost of losing model plasticity and being
unable to acquire new knowledge. ODEx instead reaches a high FWT showing
effective learning on later tasks while still performing well on data from the first
training stages. This behavior is further illustrated in Fig. 3 (left), where the per-
task performance is plotted for EWC, which successfully retains old knowledge,
M:iB, which reaches a high Dice on later tasks, and ODFEz that performs well on
data from all stages. This is particularly clear for the more difficult shifting source
case, but a Wilcoxon one-sided signed-rank test affirms that ODEx significantly
outperforms all other approaches in terms of Dice score for both scenarios.

As for resource utilization, ODFEz requires no more GPU memory than se-
quential training, as we update one model at a time. The estimation of X' and
the calculation of Dy can be carried out in the CPU given the low resolution
of z. Fig. 3 (right) shows that ODEx takes only marginally longer than training
without any method for forgetting prevention. Though several models are stored
(two for shifting source and four for transformed, see Tab. 2) each weights less
than 200 MB, being far from a limiting factor in practice.
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Fig. 3. Left: Per-task Dice. EWC and MiB are at opposite ends of the plasticity/rigidity
spectrum, whereas ODEx allows for further training without compromising perfor-
mance on previous tasks. Right: training times for the shifting source scenario.

Fig. 4 qualitatively shows in the upper row the sequential deterioration of
the segmentation for a test subject (x,y) ~ T1. The lower row displays the seg-
mentation masks produced by each continual learning method. Though the head
is mostly segmented well by several methods, only EWC and ODFEzx properly
segment the body and tail and maintain the integrity of the shape.
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Ground Truth 6,

Sequential

Fig. 4. Crops with overlayed segmentations for axial slice 25 of a subject from 77
(shifting source). Top: ground truth (blue) and performance deterioration with regular
SGD. Bottom: six continual learning methods, after finishing training on last stage.

4.2 Ablation study

In Tab. 2 we compare our strategy for detecting when to grow the model pool
to previous work in the field of task-agnostic learning. The performance of all
methods is very similar for the easier transformed scenario, but we see clear
differences in shifting source. We first explore two versions of ODEx that use
our proposed strategy for selecting the best model but detect domain shifts
in a different fashion. ODEx —oo £ creates a new model for every stage. The
lower Dice suggests that the models suffer from the lack of training data, and |©)|
grows linearly with the number of training stages. DiceFx initializes a new model
when the training Dice falls more than 10%, which results in higher forgetting.
ODFEz —B shows the situation where we do not keep a history for the training
distributions of previous stages and only calculate the distance to the last stage.
For this version, no new model is initialized for shifting source and the single
available model significantly forgets previous knowledge. Finally, we test the use
of the Gram distance instead of Mahalanobis for both training and testing, and
find that it does not properly detect distribution shifts for shifting source.

Table 2. Performance of different strategies for detecting domain boundaries and/or
selecting a model state during inference.

Shifting source Transformed
Method Dicet BWT 1 FWT 1 |8|¢‘Dice T BWTt FWT1T |6}
ODEx (ours) |.87 £.04 -.03 £.02 .14 +.09 .89 £.01 -.01 £.01 .09 £.05
ODEx —oc0 ¢ .83 £.04 .00 £.00 .11 4+.09 .89 £.01 .00 £.00 .09 +.05
DiceEx [6] .84 £.08 -.07 £.03 .14 £.10 .89 £.02 -.01 £.01 .09 +.05
ODEx —B [9]|.57 £.32 -.19 +.12 .14 +.09 .89 £.01 .00 £.00 .09 £.05
Gram [21] 57 £.32 -.19 £.12 .14 £.09 .90 £.01 .00 +£.00 .09 +.05

=N Ot N
W W N O
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5 Conclusion

We introduce ODFz, an expansion-based continual learning strategy suitable
for real clinical environments with smooth acquisition and population shifts. We
evaluate our approach on two hippocampus segmentation scenarios and show
that it outperforms state-of-the-art methods by maintaining good performance
on data from early stages without compromising model plasticity. ODEzx requires
only marginally higher training times than regular sequential learning, and the
same amount of GPU memory. While additional persistent storage is needed
to store different sets of parameters, the OOD detection strategy keeps this
number low. Each explored scenario required less than 0.8 GB, rendering this
limitation insignificant in practice. Future work should explore whether it suffices
to maintain only a subset of domain-specific parameters, such as the last decoder
blocks or batch normalization layers. By releasing our code and models, we hope
to boost continual learning research in task-agnostic medical settings.
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Fig.1. The two scenarios of data streams with distribution shifts explored in this
work. Top: number of cases from three datasets is slowly shifted. Bottom: the De-
cathlon dataset is artificially transformed. We used the first 80/20 split generated by
the nnUNet framework for HarP, Dryad and Decathlon and ensured that test cases
remained as such across both scenarios.

B Architecture and training parameters

Table 1. Hyperparameters for training continual learning methods. The settings spec-
ified in the first row were used for all experiments.

Method ‘Setting

All optimizer = SGD, Ir = 0.01, weight decay = 3e — 5, momentum = .99,
nr. blocks = 4 for shifting source, nr. blocks = 3 for transformed

EWC A=04

MiB a=0.9, Ikd =1 for shifting source, Ikd = 0.1 for transformed

RW a = 0.9, A = 0.4, update after = 10

PLOP A = 0.01, scales = 3, resampling to (48, 48, 48) for transformed, no

resampling for shifting source

LwF

T=2




C Calculation of evaluation metrics

Considering F;(x) = §; as the prediction made at stage t;, backwards transfer
(BWT) is the change in performance after training with each subsequent task
{T} j>i» averaged over the number of samples in 7; and the number of tasks (Eq.
1). BWT is not defined for the last task Tn,, as {t;},. y, = 0.

N | T2
1 1 1 . .
BWT = N E R E —|7_| Dice (Fj(zk),yr) — Dice (Fi(zr), yx))
ti=1 ‘{tj}j>i J>i =1

(1)
Forwards transfer (FWT) is, for each task 7;, the change in performance in
each stage before and up to t;, averaged over the number of samples and tasks.

FWT is not defined for the first task 71, as {t;},_, = 0.

N I T:]
1 1 1 . .
FWT = N Z S Z 7 Dice (Fj(zk),yr) — Dice (Fj_1(zk), yx))
= ){tj}jgi i<i [Vk=
(2)
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Fig. 2. Base transferability in terms of Dice score of training separate models statically
with each task on test data from each task.



