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Preface

The 1st International Workshop on Resource-Efficient Medical Image Analysis
(REMIA 2022) was held on September 22, 2022, in conjunction with the 25th
International Conference on Medical Image Computing and Computer-Assisted
Intervention (MICCAI 2022). This will be the first MICCAI conference hosted in
Southeast Asia. Due to COVID-19, this year it was a hybrid (virtual + in-person)
conference.

Deep learning methods have shown remarkable success in many medical imaging
tasks over the past few years. However, it remains a challenge that current deep
learning models are usually data-hungry, requiring massive amounts of high-quality
annotated data for high performance. Firstly, collecting large scale medical imaging
datasets is expensive and time-consuming, and the regulatory and governance aspects
also raise additional challenges for large scale datasets for healthcare applications.
Secondly, the data annotations are even more of a challenge as experienced and
knowledgeable clinicians are required to achieve high-quality annotations. The
annotation becomes more challenging when it comes to the segmentation tasks. It is
infeasible to adapt data-hungry deep learning models to achieve various medical tasks
within a low-resource situation. However, the vanilla deep learning models usually
have the limited ability of learning from limited training samples. Consequently, to
enable efficient and practical deep learning models for medical imaging, there is a
need for research methods that can handle limited training data, limited labels, and
limited hardware constraints when deploying the model.

The workshop focused on the issues for practical applications of the most
common medical imaging systems with data, label and hardware limitations. It
brought together AI scientists, clinicians, and students from different disciplines and
areas for medical image analysis to discuss the related advancements in the field.
A total of 19 full-length papers were submitted to the workshop in response to
the call for papers. All submissions were double-blind peer-reviewed by at least
three members of the Program Committee. Paper selection was based on
methodological innovation, technical merit, results, validation, and application
potential. Finally, 13 papers were accepted at the workshop and chosen to be included
in this Springer LNCS volume.

We are grateful to the Program Committee for reviewing the submitted papers
and giving constructive comments and critiques, to the authors for submitting
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high-quality papers, to the presenters for excellent presentations, and to all the REMIA
2022 attendees from all around the world.

August 2022 Xinxing Xu
Xiaomeng Li

Dwarikanath Mahapatra
Li Cheng

Caroline Petitjean
Huazhu Fu



Organization

Workshop Chairs

Xinxing Xu IHPC, A*STAR, Singapore
Xiaomeng Li Hong Kong University of Science and

Technology, Hong Kong, China
Dwarikanath Mahapatra Inception Institute of Artificial Intelligence,

Abu Dhabi, UAE
Li Cheng ECE, University of Alberta, Canada
Caroline Petitjean LITIS, University of Rouen, France
Huazhu Fu Institute of High Performance Computing,

A*STAR, Singapore

Local Organizers

Rick Goh Siow Mong IHPC, A*STAR, Singapore
Yong Liu IHPC, A*STAR, Singapore

Program Committee

Behzad Bozorgtabar EPFL, Switzerland
Élodie Puybareau EPITA, France
Erjian Guo University of Sydney, Australia
He Zhao Beijing Institute of Technology, China
Heng Li Southern University of Science and Technology,

China
Jiawei Du IHPC, A*STAR, Singapore
Jinkui Hao Ningbo Institute of Industrial Technology, CAS,

China
Kang Zhou ShanghaiTech University, China
Ke Zou Sichuan University, China
Meng Wang IHPC, A*STAR, Singapore
Olfa Ben Ahmed University of Poitiers, France
Pushpak Pati IBM Research Zurich, Switzerland
Sarah Leclerc University of Burgundy, France
Shaohua Li IHPC, A*STAR, Singapore
Shihao Zhang National University of Singapore, Singapore
Tao Zhou Nanjing University of Science and Technology,

China



viii Organization

Xiaofeng Lei IHPC, A*STAR, Singapore
Yan Hu Southern University of Science and Technology,

China
Yanmiao Bai Ningbo Institute of Industrial Technology, CAS,

China
Yanyu Xu IHPC, A*STAR, Singapore
Yiming Qian IHPC, A*STAR, Singapore
Yinglin Zhang Southern University of Science and Technology,

China
Yuming Jiang Nanyang Technological University, Singapore



Contents

Multi-task Semi-supervised Learning for Vascular Network Segmentation
and Renal Cell Carcinoma Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Rudan Xiao, Damien Ambrosetti, and Xavier Descombes

Self-supervised Antigen Detection Artificial Intelligence (SANDI) . . . . . . . . . . . 12
Hanyun Zhang, Khalid AbdulJabbar, Tami Grunewald, Ayse Akarca,
Yeman Hagos, Catherine Lecat, Dominic Pate, Lydia Lee,
Manuel Rodriguez-Justo, Kwee Yong, Jonathan Ledermann,
John Le Quesne, Teresa Marafioti, and Yinyin Yuan

RadTex: Learning Efficient Radiograph Representations from Text Reports . . . . 22
Keegan Quigley, Miriam Cha, Ruizhi Liao, Geeticka Chauhan,
Steven Horng, Seth Berkowitz, and Polina Golland

Single Domain Generalization via Spontaneous Amplitude Spectrum
Diversification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Yuexiang Li, Nanjun He, and Yawen Huang

Triple-View Feature Learning for Medical Image Segmentation . . . . . . . . . . . . . . 42
Ziyang Wang and Irina Voiculescu

Classification of 4D fMRI Images Using ML, Focusing on Computational
and Memory Utilization Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Nazanin Beheshti and Lennart Johnsson

An Efficient Defending Mechanism Against Image Attacking on Medical
Image Segmentation Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Linh D. Le, Huazhu Fu, Xinxing Xu, Yong Liu, Yanyu Xu, Jiawei Du,
Joey T. Zhou, and Rick Goh

Leverage Supervised and Self-supervised Pretrain Models for Pathological
Survival Analysis via a Simple and Low-cost Joint Representation Tuning . . . . . 75
Quan Liu, Can Cui, Ruining Deng, Zuhayr Asad, Tianyuan Yao,
Zheyu Zhu, and Yuankai Huo

Pathological Image Contrastive Self-supervised Learning . . . . . . . . . . . . . . . . . . . 85
Wenkang Qin, Shan Jiang, and Lin Luo

Investigation of Training Multiple Instance Learning Networks
with Instance Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Aliasghar Tarkhan, Trung Kien Nguyen, Noah Simon, and Jian Dai



x Contents

Masked Video Modeling with Correlation-Aware Contrastive Learning
for Breast Cancer Diagnosis in Ultrasound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Zehui Lin, Ruobing Huang, Dong Ni, Jiayi Wu, and Baoming Luo

A Self-attentive Meta-learning Approach for Image-Based Few-Shot
Disease Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Achraf Ouahab, Olfa Ben-Ahmed, and Christine Fernandez-Maloigne

Facing Annotation Redundancy: OCT Layer Segmentation with only 10
Annotated Pixels per Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Yanyu Xu, Xinxing Xu, Huazhu Fu, Meng Wang, Rick Siow Mong Goh,
and Yong Liu

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137


	 Preface
	 Organization
	 Contents



