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Abstract. In this paper, we present OpenMedIA, an open-source tool-
box library containing a rich set of deep learning methods for medi-
cal image analysis under heterogeneous Artificial Intelligence (AI) com-
puting platforms. Various medical image analysis methods, including
2D /3D medical image classification, segmentation, localisation, and de-
tection, have been included in the toolbox with PyTorch and/or Mind-
Spore implementations under heterogeneous NVIDIA and Huawei As-
cend computing systems. To our best knowledge, OpenMedIA is the first
open-source algorithm library providing compared PyTorch and Mind-
Spore implementations and results on several benchmark datasets. The
source codes and models are available at https://git.openi.org.cn/
OpenMedIA.

1 Introduction

Deep learning has been extensively studied and has achieved beyond human-level
performances in various research and application fields [10,26,31,33]. To facili-
tate the development of such Artificial Intelligence (AI) systems, a number of
open-sourced deep learning frameworks including TensorFlow [1], PyTorch [21],
MXNet [4], MindSpore ! have been developed and integrated to various Al
hardwares. The medical image analysis community also witnessed similar rapid
developments and revolutions with deep learning methods developed for med-
ical image reconstruction, classification, segmentation, registration, and detec-
tion [3,6,23,29,32,35]. In particular, MONAI 2, implemented in PyTorch, is a pop-
ular open-source toolbox with deep learning algorithms in healthcare imaging.
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Despite its popularity, the accuracy and performance of those algorithms may
vary when implemented on different Al frameworks and/or various Al hardware.
Not to mention that several PyTorch or CUDA libraries included in MONAT are
not supported by Huawei Ascend and/or other NPU computing hardware.

In this paper, we report our open-source algorithms and Al models library for
medical image analysis, OpenMedIA, which have been implemented and verified
with various PyTorch and MindSpore Al frameworks with heterogeneous com-
puting hardware. All the algorithms implemented with the MindSpore frame-
work in OpenMedIA have been evaluated and compared to the original papers
and the PyTorch version.

Table 1. A summary of algorithms in our library.

Task Algorithm PyTorch MindSpore

Covid-ResNet [9,15]
Covid-Transformer [7]
U-CSRNet [17]
MTCSN [18]
2D-UNet [16]
LOD-Net [5]
Han-Net [14]
CD-Net [13]
3D-UNet [28]
UNETR [12]
WeaklyLesionLocalisation [30]
TS-CAM [11]
LungNodules-Detection [24]
Covid-Detection-CNN 3
Detection  Covid-Detection-Transformer [2]
EllipseNet-Fit [3,27]
EllipseNet [3]
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Our contributions can be summarized as follows:

Firstly, we provide an open-source library of recent State-Of-The-Art (SOTA)
algorithms in the medical image analysis domain under two deep learning frame-
works: PyTorch (with NVIDIA) and MindSpore (with Huawei Ascend).

Secondly, we conduct bench-marking comparisons of the SOTA algorithms
with accuracy and performances.

Thirdly, we not only open-source the codes but also provide all the training
logs and checkpoints under different AI frameworks. In this study, PyTorch is
built with NVIDIA GPU, while MindSpore is with Huawei Ascend.

Table 1 shows the basic overview of the algorithms included in OpenMedIA.
We categorize these algorithms into Classification, Segmentation, Localisation,
and Detection tasks for easy understanding and comparison.
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2 Algorithms

This study summarises seventeen SOTA algorithms from medical image clas-
sification, segmentation, localisation, and detection tasks. Eight of them are
implemented by both MindSpore and PyTorch. We will continue updating the
OpenMedIA library in the next few years. In this section, we will briefly intro-
duce the selected algorithms.

2.1 Medical image classification

Four well-known methods are introduced for this task. It should be noted that
the current open-source codes and models are with 2D classification settings.

Covid-ResNet. The contributions of Covid-ResNet ¢ ° are listed as follows:

— ResNet [15] was proposed in 2015 and became one of the most famous Con-
volutional Neural Networks(CNN) in deep learning.

— It uses a residual learning framework to ease the training of a deeper network
than previous work and shows promising performance.

— An early CNN model built for COVID-19 CT image classification.

6

Covid-Transformer. The contributions of Covid-Transformer © are listed as

follows:

— VIiT [7] was inspired by the success of the transformer in Natural Language
Process(NLP) and proposed for Computer Vision in 2020.

— Unlike a convolutional network like ResNet, which includes a convolution
structure to extract features, ViT consists of self-attention. It doesn’t intro-
duce any image-specific inductive biases into the architecture. ViT interprets
an image as a sequence of patches and processes it by a pure encoder, which
shows comparable performance to CNNs.

U-CSRNet. The contributions of U-CSRNet 7 8 are listed as follows:

— U-CSRNet [17] add transpose convolution layers after its backend so that
the final output probability map can be identical to the input’s resolution.
And modify the output of CSRNet and U-CSRNet from one channel to two
channels to represent the two kinds of tumor cells.

MTCSN. The contributions of MTCSN ? 10 are listed as follows:

* PyTorch: https://git.openi.org.cn/OpenMedIA/Covid-ResNet .Pytorch
® MindSpore: https://git.openi.org.cn/OpenMedIA/Covid-ResNet.Mindspore
5 PyTorch: https://git.openi.org.cn/0OpenMedIA/Covid-Transformer.Pytorch
" PyTorch: https://git.openi.org.cn/OpenMedIA/U-CSRNet .Pytorch
8 MindSpore: https://git.openi.org.cn/OpenMedIA/U-CSRNet . Mindspore
9 PyTorch: https://git.openi.org.cn/OpenMedIA/MTCSN.Pytorch

0 MindSpore: https://git.openi.org.cn/OpenMedIA/MTCSN.Mindspore
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— MTCSN is mainly used to evaluate the definition of the capsule endoscope.

— It is an end-to-end evaluation method.

— MTCSN uses the structure of ResNet in the encoding part and designs two
multi-task branches in the decoding part. Namely, the classification branch
for the availability of image definition measurement and the segmentation
branch for tissue segmentation generates interpretable visualization to help
doctors understand the whole image.

2.2 Medical image segmentation

Most methods are designed for 2D segmentation tasks. We also include 3D-UNet
and UNETR for 3D segmentation tasks for further research.

2D-UNet. The contributions of 2D-UNet 11 12 are listed as follows:

— 2D-UNet [16] was proposed in 2015 as a type of neural network directly
consuming 2D images.

— The U-Net architecture achieves excellent performance on different biomed-
ical segmentation applications. Without solid data augmentations, it only
needs very few annotated images and has a reasonable training time.

LOD-Net. The contributions of LOD-Net 3 are listed as follows:

— LOD-Net [5] is mainly used in the task of polyp segmentation.

— It is an end-to-end segmentation method. Based on the mask R-CNN ar-
chitecture, the parallel branch learns the directional derivative of the pixel
level of the feature image, measures the gradient performance of the pixels
on the image with the designed strategy, and is used to sort and screen out
the possible boundary regions.

— The directional derivative feature is used to enhance the features of the
boundary regions and, finally, optimize the segmentation results

HanNet. The contributions of HanNet 14 15 are listed as follows:

— HanNet [14] proposes a hybrid-attention nested UNet for nuclear instance
segmentation, which consists of two modules: a hybrid nested U-shaped net-
work (H-part) and a hybrid attention block (A-part).

CDNet. The contributions of CDNet 16 17 are listed as follows:

— CDNet [13] propose a novel centripetal direction network for nuclear instance
segmentation.

' PyTorch: https://git.openi.org.cn/OpenMedIA/2D-UNet . Pytorch

2 MindSpore: https://git.openi.org.cn/OpenMedIA/2D-UNet .Mindspore
13 MindSpore: https://git.openi.org.cn/0OpenMedIA/LOD-Net . Mindspore
14 PyTorch: https://git.openi.org.cn/OpenMedIA/HanNet . Pytorch

5 MindSpore: https://git.openi.org.cn/OpenMedIA/HanNet . Mindspore
16 PyTorch: https://git.openi.org.cn/0OpenMedIA/CDNet . Pytorch

7 MindSpore: https://git.openi.org.cn/OpenMedIA/CDNet . Mindspore
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— The centripetal feature is defined as a class of adjacent directions pointing
to the core center to represent the spatial relationship between pixels in
the core. Then, these directional features are used to construct a directional
difference graph to express the similarity within instances and the differences
between instances.

— This method also includes a refining module for direction guidance. As a
plug-and-play module, it can effectively integrate additional tasks and ag-
gregate the characteristics of different branches.

3D-UNet. The contributions of 3D-UNet 18 19 are listed as follows:

— 3D-UNet [6] was proposed in 2016, it is a type of neural network that directly
consumes volumetric images.

— 3D-UNet extends the previous u-net architecture by replacing all 2D opera-
tions with their 3D counterparts.

— The implementation performs on-the-fly elastic deformations for efficient
data augmentation during training. It is trained end-to-end from scratch,
i.e., no pre-trained network is required.

UNETR. The contributions of UNETR, 20 are listed as follows:

— UNETR [12] was inspired by the success of transformers in NLP and pro-
posed to use a transformer as the encoder to learn sequence representation
of the input 3D Volume and capture multi-scale information.

— With the help of a U-shape network design, the model learns the final se-
mantic segmentation output.

2.3 Weakly supervised image localisation

Two weakly supervised medical image localisation methods are included in Open-
MedIA. Both methods are designed for image localisation tasks with generative
adversarial network (GAN) and class activation mapping (CAM) settings. It
worth noting that WeaklyLesionLocalisation [30] also supports weakly super-
vised lesion segmentation. In this work, the comparisons of lesion segmentation
were not included.

WeaklyLesionLocalisation. The contribution of WeaklyLesionLocalisation 2!
are listed as follows:

— It [30] proposed a data-driven framework supervised by only image-level
labels.

— The framework can explicitly separate potential lesions from original im-
ages with the help of a generative adversarial network and a lesion-specific
decoder.

'8 PyTorch: https://git.openi.org.cn/OpenMedIA/3D-UNet .mindspore

19 MindSpore: https://git.openi.org.cn/OpenMedIA/3D-UNet .Pytorch

20 PyTorch: https://git.openi.org.cn/OpenMedIA/Transformer3DSeg

2! PyTorch: https://git.openi.org.cn/OpenMedIA/WeaklyLesionLocalisation
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TS-CAM. The contribution of TS-CAM 22 are listed as follows:

— It [11] introduces the token semantic coupled attention map to take full
advantage of the self-attention mechanism in the visual transformer for long-
range dependency extraction.

— TS-CAM first splits an image into a sequence of patch tokens for spatial
embedding, which produce attention maps of long-range visual dependency
to avoid partial activation.

— TS-CAM then re-allocates category-related semantics for patch tokens, mak-
ing them aware of object categories. TS-CAM finally couples the patch to-
kens with the semantic-agnostic attention map to achieve semantic-aware
localisation

2.4 Medical image detection

We include seven popular SOTA detection methods in this library and trained
them with various medical image detection tasks.
LungNodules-Dectection. The contribution of LungNodules-Dectection 23
are listed as follows:

— It use CenterNet [34] as the backbone to detect Lung disease.

— CenterNet is a novel practical anchor-free method for object detection, which
detects and identifies objects as axis-aligned boxes in an image.

— The detector uses keypoint estimation to find center points and regresses to
all other object properties, such as size, location, orientation, and even pose.

— In nature, it’s a one-stage method to simultaneously predict the center loca-
tion and boxes with real-time speed and higher accuracy than corresponding
bounding box-based detectors.

LungNodule-Detection-CNN. The contribution of LungNodule-Detection-
CNN 24 are listed as follows:

— It use Yolovh 2° the single stage method to detect lung nodules in the Lung.
— Yolovb is an object detection algorithm that divides images into a grid sys-
tem. Each cell in the grid is responsible for detecting objects within itself.

LungNodule-Detection-Transformer. The contribution of LungNodule-Detection-
Transformer 26 are listed as follows:

— It use DeTR [2] to detect the location of the Lung Nodules.

22 PyTorch: https://git.openi.org.cn/OpenMedIA/TS-CAM.Pytorch

23 MindSpore: https://git.openi.org.cn/OpenMedIA/LungNodules-Detection.MS

24 PyTorch: https://git.openi.org.cn/OpenMedIA/LungNodule-Detection-CNN.
Pytorch

2% https://github.com/ultralytics/yolovs

26 PyTorch: https://git.openi.org.cn/OpenMedIA/LungNodule-Detection-Transformer.
Pytorch
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https://git.openi.org.cn/OpenMedIA/LungNodule-Detection-CNN.Pytorch
https://github.com/ultralytics/yolov5
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— DeTR is the end-to-end object detection framework based on the trans-
former, showing promising performance.

EllipseNet-fit. The contribution of EllipseNet-fit 27 are listed as follows:

— EllipseNet-fit [3,27] developed a segmentation and ellipse fit network for au-
tomatically measuring the fetal head circumference and biparietal diameter.

— Compared to the fetal head ellipse detection, fetal echocardiographic mea-
surement is challenged by the moving heart and shadowing artifacts around
the fetal sternum.

EllipseNet. The contribution of EllipseNet 2% are listed as follows:

— EllipseNet [3] presents an anchor-free ellipse detection network, namely El-
lipseNet, which detects the cardiac and thoracic regions in ellipses and auto-
matically calculates the cardiothoracic ratio and cardiac axis for fetal cardiac
biometrics in 4-chamber view.

— The detection network detects each object’s center as points and simulta-
neously regresses the ellipses’ parameters. A rotated intersection-over-union
loss is defined to further regulate the regression module.

3 Benchmarks and results

Algorithms with PyTorch version were implemented and tested on NVIDIA
GeForce 1080/2080Ti and Tesla V100 2°. Algorithms with the MindSpore ver-
sion were trained and evaluated on Huawei Ascend 910 3°. Huawei Ascend 910
was released in 2019, which reports twice the performance of rival NVIDIA’s
Telsa V100 3!,

3.1 Datasets

We conduct seventeen experiments on ten medical image datasets to evaluate dif-
ferent implementations of deep medical image analysis algorithms. For 2D clas-
sification tasks, the Covid-19 CT image dataset 32, noted as Covid-Classification
in this paper, BCData [17] and Endoscope [18] datasets were included. For 2D
image segmentation tasks, besides the COVID lesion segmentation in Covid-
19 CT image dataset 32 noted as Covid-Segmentation, we also generated a lung
segmentation based on this dataset and noted as 2D-Lung-Segmentation 33. Be-
sides, ETIS-LaribPolypDB [25] and MoNuSeg [19] were also used in this study.

*7 MindSpore: https://git.openi.org.cn/OpenMedIA/E1lipseFit.Mindspore

28 PyTorch: https://git.openi.org.cn/OpenMedIA/EllipseNet

29 https://www.nvidia.com/en-us/data-center/v100/

30 nttps://e.huawei.com/en/products/cloud-computing-dc/atlas/ascend-910
3! https://www.jiqizhixin.com/articles/2019-08-23-7

32 https://covid-segmentation.grand-challenge.org

3% nttps://git.openi.org.cn/OpenMedIA/2D-UNet .Pytorch/datasets
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For 3D image segmentation tasks, we adopted MM-WHS [36] dataset. For 2D
image detection tasks, both LUNA16 34 and fetal four chamber view ultrasound
(FFCV) dataset [3] were evaluated. Some of the datasets with public copyright
licenses have been uploaded to OpenMedIA.

Table 2. Comparative algorithm accuracy. Experimental results reported in the Orig-
inal columne are directly taken from the paper. We use - to represent lack of im-
plementations or reports. For instance, the original results of Covid-Transformer and
TS-CAM are not included because we first conduct such studies. The Re-implement
column reports the results of our implementations with PyTorch and/or MindSpore
AT frameworks.

Algorithm Dataset Metric Perforrx}ance
Original Re—lmple-ment
(PyTorch/MindSpore)
Covid-ResNet [9] Covid-Classification ~ Acc  0.96 0.97/0.97
Covid-Transformer [7] Covid-Classification ~ Acc - 0.87/-
U-CSRNet [17] BCData F1 085 0.85/0.85
MTCSN [18] Endoscope Acc  0.80 0.80/0.75
2D-UNet [16] 2D-Lung-Segmentation Dice - 0.76/0.76
LOD-Net [5] ETIS-LaribPolypDB  Dice  0.93 -/0.91
Han-Net [14] MoNuSeg Dice  0.80 0.80/0.79
CD-Net [13] MoNuSeg Dice  0.80 0.80/0.80
3D-UNet [28] MM-WHS Dice  0.85 0.88/0.85
UNETR [12] MM-WHS Dice - 0.84/-
WeaklyLesionLocalisation [30] Covid-Segmentation AUC  0.63 0.63/-
TS-CAM [11] Covid-Segmentation AUC - 0.50/-
LungNodules-Detection [24] Lunal6 mAP - -/0.51
LungNodule-Detection-CNN Lunal6 mAP - 0.72/-
LungNodule-Detection-Transformer [2] Lunal6 mAP - 0.72/-
EllipseNet-Fit [3,27] FFCV Dice  0.91 0.91/0.91
EllipseNet [3] FFCV Dice  0.93 0.93/-
3.2 Metrics

For 2D classification task, accuracy(Acc) [22] and F1 [22] are used to evaluate
the classification accuracy. For 2D /3D segmentation tasks, Dice score [6] is used
to measure the segmentation accuracy. For weakly supervised lesion localisation
and segmentation tasks, AUC [20] and Dice score [6] are used for quantitative
comparisons. For 2D detection tasks, mAP [8] , AUC [20] and Dice score are
used for evaluation.

3.3 Evaluation on image classification

In Table 2, Rows 1-4 show the accuracy of four image classification algorithms
with different implementations. It can be seen that CNN achieves better per-
formance than Transformer backbones, which indicates that Transformers are

34 https://lunal6.grand-challenge.org/
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more difficult to train and usually require large training samples. Experimen-
tal results show that the algorithms implemented with PyTorch and MindSpore
achieve the same accuracy. It should be noted that the reported classification
algorithms and results are implemented and verified with 2D scenarios.

3.4 Evaluation on image segmentation

Both 2D and 3D segmentation methods are evaluated, and their results are
shown in Rows 5-10 of Table 2. For 2D segmentation tasks shown in Rows 5-8,
our implementation achieves comparable or even better performance than the
reported results. For 3D segmentation tasks shown in Rows 9-10, 3D-Net is based
on CNN architecture, while UNETR uses Transformer as the backbone. It is also
worth noting that the 2D algorithms achieve similar results in both MindSpore
and PyTorch frameworks, while the 3D-UNet algorithm implemented in Mind-
Spore shows a 0.03 accuracy drop compared to the PyTorch re-implementation,
which indicates that the MindSpore version could be further optimized in the
future, especially on the 3D data augmentation libraries.

3.5 Evaluation on weakly supervised image localisation

For medical image localisation, two well-known weakly supervised methods meth-
ods are reported in Rows 11-12. Following the settings reported by [30], both
methods are evaluated on the Covid-Segmentation datasets. The implementa-
tions of the MindSpore framework will be added in the future.

3.6 Evaluation on image detection

For image detection, the results on the Rows 13-14 show that networks based on
both CNN and Transformer backbones apply to medical image detection tasks.
YOLOv5m are used for CNN based network. In most medical image detection
scenarios, rotated ellipses and/or bounding boxes are more suitable considering
the rotating and ellipse-shaped targets. In this study, we include EllipseNet [3]
and its variant [27] in OpenMedIA. Rows 16-17 show that EllipseNet delivers
the highest accuracy for rotated ellipse detection tasks.

3.7 Evaluation on time efficiency

To evaluate the time efficiency of different implementations with PyTorch and
MindSpore, we select one method from each category and evaluate their inference
time as shown in Figure 1. For fair comparisons, all the algorithms implemented
with PyTorch were assessed on a single NVIDIA Tesla V100, while those imple-
mented with MindSpore were tested on a single Huawei Ascend 910. Figure 1
shows the compared time efficiency results. It can be seen that all the tested
algorithms with MindSpore environment are more time-efficient than that with
PyTorch settings. The time cost of the former is less than 1/3 of that of the
latter, which confirms the time efficiency advantage of MindSpore and Huawei
Ascend 910 as reported in.
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Fig. 1. Compared running time of three methods training with different depp learning
framework. From left to right in sequence, the methods are Covid-Transformer, 2D-
UNet and 3D-UNet.

4 Conclusions and future works

This paper introduces OpenMedIA, an open-source heterogeneous Al comput-
ing algorithm library for medical image analysis. We summarise the contribu-
tions of a set of SOTA deep learning methods and re-implement them with
both PyTorch and MindSpore AI frameworks. This work not only reports the
model training/inference accuracy, but also includes the performances of the al-
gorithms with various NVIDIA GPU and Huawei Ascend NPU hardware. The
OpenMedIA aims to boost Al development in medical image analysis domain
with open-sourced easy implementations, bench-marking models and the open-
source computational power. More SOTA algorithms under various Al platforms,
such as self-supervised methods will be added in future.
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