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Abstract.  We explore the applicability of the causal analysis based on tempo-
rally shifted (lagged) Pearson correlation applied to diverse time series of dif-
ferent natures in context of the problem of financial market prediction. Theoret-
ical discussion is followed by description of the practical approach for specific
environment of time series data with diverse nature and sparsity, as applied for
environments of financial markets. The data involves various financial metrics
computable from raw market data such as real-time trades and snapshots of the
limit order book as well as metrics determined upon social media news streams
such as sentiment and different cognitive distortions. The approach is backed up
with presentation of algorithmic framework for data acquisition and analysis,
concluded with experimental results, and summary pointing out at the possibil-
ity to discriminate causal connections between different sorts of real field mar-
ket data with further discussion on present issues and possible directions of the
following work.
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Series.

1 Introduction

1.1 Background for this work

The motivation of this work is to figure out a suitable general purpose algorithmic
framework capable of figuring out causal connections across diverse time series data
from different sources, including sparse and unreliable ones. The motivation is sup-
ported by our further work on the generic architecture for active portfolio manage-
ment  [1]  employed by automated  adaptive  trading  and  market  making  agents  [2]
which need to be capable to do predictions in respect to future market dynamics rely-
ing on diverse temporal streams of data. This includes market data, social and online
media news, as well as so-called “on-chain” data computed from transactional activi-
ties on public financial ecosystems such as blockchains. 
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While we understand that the operations being performed by a hypothetical com-
pletely autonomous trading or market making agent might be considered as a narrow
artificial general intelligence (Narrow AGI), we want to have the operational environ-
ment of it to gain as much reach as possible, maximizing its capabilities for intelligent
decision making based on wide range of information sources, including market data
and technical indicators from different exchanges, fundamental and “on-chain” data,
and sentiment and emotional data from online and social media sources. That is why
in this work we explore the possibility of causal analytics for market prediction pur-
poses for as much information as possible given rather specific business case of the
Bitcoin price prediction on Binance exchange for BTC/USDT pair referring to Tether
USD stable coin. 

1.2 Overview of the field

The fundamental  background for probabilistic causal analytics can be found in [3]
with application of predictive causal analytics to financial markets discussed in [4].
The recent study of causal analytics applied to time series data is covered in [5]. Ap-
plication of sentiment analysis in respect to causal analysis of sentiment data and mar-
ket volatility on its basis is presented in [6]. The variety of features, metrics, and pa-
rameters then can be derived from the market data, including the structure of the limit
order book (LOB) snapshots is covered in [7] and [8]. Finally, the very latest study
discovers the connection between patterns in political and economic history with so-
called  “cognitive  behavioral  schemata”  (CBS)  patterns  traditionally  used  in  psy-
chotherapy [9]. All the mentioned studies have been accounted, extended and tailored
to the specific problem in hands as discussed further. 

2 Practical approach

2.1 Data acquisition

Given the practical objective of our work is providing operations on crypto exchanges
such as Binance and the crypto finance is a domain being actively discussed on social
media channels such as Twitter and Reddit, we have tried to collect as much as possi-
ble data from both kind of sources. 

Market Data.  In particular, the present data acquisition framework streams the live
market data from Binance exchange, including both raw trades and snapshots of the
LOB at  different  sampling rates  or granularity periods including 1 day,  1 hour,  1
minute, and 1 second. Both sorts of the mentioned “raw” data were used to compute
the  “pre-processed”  data  such  as  extended open-high-low-close-volume (OHLCV)
frames, including volumes and counts of “buy” and “sell” (from the regular trader
perspective) traded, average prices for “buy” and “sell” trades, including regular aver-
ages as well as weighted averages using both base and quote currency for the averag-
ing weights.  All the counts, volumes, and average prices for “buy” and “sell” are
used to compute “imbalance” metrics indicating the skew of the distribution towards
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either “buy” or “sell”. That is, we have substantially extended the scope of features
used in [7]. The use of LOB data has been rendered useful in [8], so we include more
metrics shaping the distribution of the orders such as minimum “ask” and maximum
“bid” prices, average “ask” and “bid” prices with the averages weighted by order vol-
umes, “spread” and average “spreads” between different sorts of the “ask” and “bid”,
order volumes on each of the order book sides and all sorts of imbalances on these
“ask”/”bid” prices and volumes. The overall scope of the market data for the BTC/
USDT pair discussed in this work was covering almost 1.5 years from August 2020
till December 2021. 

The “pre-processed” data described above have been normalized in different alter-
native ways in order to turn them into stationary state in range between [-1.0,+1.0].
All the data was differentiated so the derivatives were computed on basis of the raw
data. Next, the differentiated data and the raw data has been turned too non-negative
logarithmic scale using operation log10(1+x). Finally, from this point, both differenti-
ated and non-differentiated, logarithmic and non-logarithmic data has been normal-
ized using operation  x/max(abs(x)) to ensure the range [-1.0,+1.0] regardless of the
metric sign. It worth noticing that at the earlier phase of the work different normaliza-
tion schemes were applied, however it was found that some of the metrics perform
better in the representations other than expected, so eventually we have decided to ap-
ply all sorts of normalization to every metric at the cost of increased number of times
series involved in the analysis on the following phase. 

Media Data.  Two kinds of metrics were derived from the online social media data:
public posts from about 80 channels on Twitter and Reddit relevant to crypto market
for six months starting July 2021. First, it was the conventional sentiment as presented
in  [6],  computed  as  described  below.  Second,  it  was  the  “cognitive  behavioral
schemata” (CBS) patterns evaluated according to [9]. The overall volume of the me-
dia content was exceeding 100,000 posts across all channels. 

The  sentiment  metrics  were  computed  with  help  of  Aigents®,  which  is  “inter-
pretable” model based on “n-grams,” available as part of  https://github.com/aigents/
aigents-java distribution and written in Java, which comes with ”out-of-the-box” vo-
cabularies for n-grams associated with positive and negative sentiment. It has over
8,200 negative and over 3,800 positive n-grams and returns the overall sentiment/po-
larity of the text based on the frequencies of occurrences of the reference n-grams in
the text along with independent positive and negative sentiment metrics. One of the
specifics of the model is implementation of the “priority on order” principle as dis-
cussed in [10]. In the Aigents®-specific implementation it means precedence given for
n-grams with higher “n”, so whenever any n-gram is matched, all matches of any
other n-grams being parts of the former n-gram are disregarded. For instance, if tetra-
gram [”not”,”a”,”bad”,”thing”] is matched, then both bigram [“bad”,”thing”] and uni-
gram  [“bad”]  are  disregarded  and  discounted.  Similarly,  matching  bigram  [“no”,
“good”] disregards and discounts both constituent unigrams [“no’] and [“good”]. In
addition to that, the model has an option to provide logarithmic scaling of the counted
frequencies and our studies have revealed that by enabling this option it provides bet-
ter performance. The model provides four basic sentiment metrics, so that, instead of

https://github.com/aigents/aigents-java
https://github.com/aigents/aigents-java
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addressing the sentiment analysis problem as a plain classification ('Positive' vs. 'Neg-
ative' vs. 'Neutral'), we were treating it as a multinomial classification problem in four
independent dimensions corresponding to the individual metrics discussed below:

sentiment (sen)  – overall or compound sentiment/polarity in range [-1.0,+1.0], so
its value can be either negative or positive;  

positive (pos) – canonical positive sentiment assessment in range [0.0,+1.0], so its
value can be only positive;

negative (neg) – canonical negative sentiment assessment in range [-1.0,0.0], so its
value can be only negative;

contradictive (con) – mutual contradictiveness of the positive and negative assess-
ments computed as SQRT(positive * ABS(negative)).

All of the media metrics computed on basis of individual posts were aggregated as
mean/average per channel across all channels on either daily or hourly basis and the
aggregated mean values were in turn normalized using operation x/max(abs(x)) to en-
sure the range [-1.0,+1.0].

2.2 Analytical framework

Since the practical and goal of the study was the prediction of the market price, our
causal analytical framework was considering the price movement as a target “effect”
and all the other metrics as a potential “causes”. While the earlier work [7] refers to
stationary function of “log-return” as a target, we were dealing with price difference
(price derivative, PD) after finding that fundamental nature of results presented fur-
ther does not depend on that choice while use of PD had turned to be handier in prac-
tical applications. That is, the PD was considered as the “effect”.

The conceptual causal frameworks [3] and [4] justifying our studies has turned dif-
ficult to implement literally due to the lack of clearly identifiable “events” in the time
series data, even assuming the data is represented by stationary functions in the range
[-1.0,+1.0]. It was tempting to consider determination of events such as “price goes
up”, or “there is positive sentiment” but it was clear that it could be done on basis on
some thresholds which would be either subjective or become a source of extra errors
and uncertainties or both. On the other hand, the formal assessment of probability of
such “event” would become another problem. One would suggest using the values of
the “effect” and “cause” metric functions in the range [-1.0,+1.0] as probabilities but
it could be ambiguous either because of diversity of scaling factors for individual met-
rics being forcefully aligned to the same normalization range. After all, we ended up
following the approach of temporally lagged/shifted correlation analysis applied to
time series data as described in [5] and [6]. That is, we were considering the causa-
tion as the preceding correlation, or correlation of the “cause” function with the “ef-
fect” function shifted back to certain lag on the temporal axis.

Given the rich data that we had, we were performing the causal analysis in three di-
mensional space, with time t being the first dimension, channel c being the second di-
mension and the metric  m being the third one. The channel might be either actual
Twitter or Reddit channel used to derive the media metric or some source of the mar-
ket data (such as Binance) or “on-chain” data (such as Bitcoin) or third-party sources
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(such as Santiment or Glassnode services discussed further). The metrics would be
specific in respect to the channel. The results presented in the next section were de-
rived on basis of 80 media channels with 21 metrics in each and 111 metrics in single
market data channel corresponding to BTC/USDT trading pair on Binance exchange,
so 1791 potential “causes” were explored in total, in different time sampling rates
such as day, hour, minute and second.  

Fig. 1. Search for preceding correlation between the effect PD and synthetic additive cause in -
dicator (SACI) on different temporal horizons measured as shift of the effect function back in
time (negative shift to the left) or forward in time (positive shift to the right). The left bar charts
present respective Pearson correlation (PC) of the shifted price with SACI assembled using dif-
ferent sets of media metrics across all Twitter and Reddit channels (top to down): sentiment
with CBS with word count and post count, sentiment with CBS, CBS only, sentiment only –
everything on daily basis. The right bar charts present PC of the shifted price with SACI assem-
bled using all market metrics based on Binance data (top to down): on daily basis, on hourly ba-
sis, on minutely basis, on per-second basis.  

The key study was the process of finding what we called synthetic additive cause in-
dicator (SACI) relying on the whole scope of source metrics being treated as a hypo-
thetical causes. The probabilistic logic treats addition as logical disjunction and multi-
plication as logical conjunction. In this work we were exploring only the disjunctive
version of it, so the assembly of the integrative SACI was involving addition of the
perspective causes in order to maximize the correlation with the effect at a particular
target shift/lag. See the discussion on the SACI performance presented on Fig.1 in the
following section.  
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Fig. 2. Presentation of the “representability weight” of each of the media channels involved in 
the search for the SACI on daily basis, the study is showing that account on the weight while 
assembling the SACI improves the fitting of the cause-effect correlation on the training data 
set. The top channels with the weight equal to 1.0 have posts on every day while channels at the
bottom with the weight close to zero have just few posts per month/week.   

The temporal causation study was run evaluating different time shifts/lags in days [-
10,+10] computing mutual  Pearson correlation (PC) between each of the potential
causes and the price difference and retaining the “correlation weights” of the com-
puted value  P(l,c,m) for every time lag  l, news channel  c, and metric  m. Also, the
channels  c  were optionally weighted with the “representability weight” as  W(c) ac-
cording to the percentage of days (or hours) with news present on such time intervals,
as  shown on Fig.2.  Then,  for every lag  l,  the compound SACI metric time series
Y(l,d) = ΣX(c,m,d)*P(l,c,m)*W(c)  for every day  d have been built from the original
raw metrics X(c,m,d). The compound SACI metric building process was implemented
starting from channels with the highest  W(c)  and  P(l,c,m)  adding ingredients up to
Y(l,d)  incrementally,  as long as the correlation between the target  price difference
function and the current content of summed up Y(l,d) series for given time lag l keeps
increasing. 
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Fig. 3. Study of the “correlation weights” for one single media channel being part of the model 
as preceding PC at shift/lag one day before an “effect”, showing that the most impactful on the 
price change appear to be the specific cognitive distortions called “labeling” and “catastrophiz-
ing”. The positive weight means that either increase of these distortions is preceding price in-
crease, which appears more reasonable due to the expectedly speculative nature of the crypto 
market or decrease of them is preceding the price decline. It is noticeable that negative weight 
of the “overgeneralizing” distortion apparently corresponds to the opposite – either increase of 
this distortion is preceding price decline, which appears more reasonable, or decrease of it is 
preceding the price increase. In accordance with the findings discussed regarding the Fig.1, the 
sentiment metrics (pos, con and neg) appears much less impactful in respect to the price 
change, rendering the high degree of contradictiveness in respect to each other.

3 Experimental results

The causal connectivity as a preceding correlation has been studied on the full scope
of the media and market data described above with major results presented on Fig.1.
It is clearly seen that ability to build the well-correlated SACI from media data at the
point one day before the anticipated “effect” is dominating all other time lags/shifts so
we can with a greater certainty state that some combination of the metrics represented
by the “model” of the SACI is having the causal  connection with the target  price
change. In turn, the “model” of the SACI represented by the number of the channels
and metrics involved in it along with their “correlation weights” and “representability
weight” are determining the fine-grained causal structure of it discussed further. It is
also seen that sentiment doesn’t have significant impact on the causation alone (PC =
0.56), the involvement of word and news counts make the results a little bit worse (PC
going down from 0.8 to 0.78), the CBS alone provides PC = 0.79 and CBS with senti-
ment together bring it to the maximum (PC = 0.8).
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Fig. 4. A Study of the “correlation weights” for the market metrics, showing the less expression
of the preceding PC at one day shift/lag before an “effect”. The capital letters in feature suffixes
correspond to involved “pre-processing” applied in left-to-right order: D – derivative or differ-
ential, L – decimal logarithm, N – normalization to range [-1.0,+1.0]. It is clearly seen that the
most impactful features (PC > 0.1) appear to be the volumes of “sell” and “buy” trades and the
imbalance  between  them  denominated  by  the  price  change  magnitude  at  the  moment
(trade_quote_volume_imbalance_by_change).  Also,  in accordance with discussion on Fig.1,
the PC assessments for market metrics are substantially less impressive than for media metrics.

While the sentiment metrics have appeared promising thus far,  the market metrics
have turned to be substantially less inspiring. The daily study for market metrics on
Fig.1 do render promising correlation of the SACI one day before the “effect”, how-
ever the low PC = 0.25 at this shift is much less than in case of using media metric
and there is much more expressive correlation coinciding with the “effect” at zero
shift/lag with almost the same PC value (negative in this case). Moreover, the studies
for hourly, minutely and by-second sampling rates do not render noticeable preceding
correlations at all.

The extra data involved for this kind of analysis were the pre-syndicated media,
market and related data by third-party providers. Specifically, we explored the daily
and hourly data feeds from Santiment (https://api.santiment.net) to check for senti-
ment and on-chain metrics both and Glassnode (https://glassnode.com) to check for
on-chain data only. The on-chain metrics are indicators derived from different sorts of
transnational activity on blockchain such as Bitcoin. The period for study was taken
the same as for the social media feeds discussed above – nearly half year starting July
2021. While working with the Santiment API,  we looked at various channels  like
Telegram, Reddit, Twitter and Bitcointalk with each of the channels supplied with
negative and positive sentiment metrics provided by Santiment service. We also con-
sidered non-sentiment metrics from it, like circulating supply, active addresses, and
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GitHub activity available on the platform. But we could not identify any metrics that
could  impact  the  price  prediction.  The on-chain  metrics  used  from Glassnode in-
volved active address count, transactions count, transactions rate, blockchain count,
blockchain height, grayscale holdings, to name a few. The study has shown many
metrics having positive Pearson correlation synchronously, at the same day or hour
with the price change (measured as price derivative or “log return”), yet no one was
showing expressed causal connection with the price change in terms of preceding cor-
relation on the shifted time series, so no further studies has been done on this data.
Notably, the synchronous and preceding correlations were higher on daily data but
much weaker on hourly data as it was found for other data discussed above.

The causal structure of the additive ingredients of the SACI rendering the highest
preceding PC scores at one day lag/shift before the price change “effect” was done as
shown on the Fig.3 and Fig.4 for media and market metrics, respectively. It shows
confirmation on the greater potential applicability of the media metrics over the mar-
ket metrics and use of the cognitive distortions over the sentiment, specifically.

3.1 Practical applications

The results presented above have been tried to get applied for price prediction of the
BTC/USDT (Bitcoin to USD Tether) trading pair on Binance exchange. The objective
has been set to hit two targets. First, we were looking to exceed the baseline provided
by “prediction” made just by copying the “last known price” (LKP) and approach the
“prediction” made by looking up the “future known price” (FKP) in historical test
data. The performance has been evaluated on basis of both Mean Average Percentage
Error (MAPE) and Directional Accuracy (DA). The data used for experiments were
the same as discussed above. Second, we were using our backtesting framework [1,2]
to use obtained predictions by the market making bots according to their strategies.   

So far, in order to accomplish the goal, we tried classical Machine Learning algo-
rithms such as Linear Regression, Ridge, Lasso regressions and Elastic Net among
others without any clear success to outperform the LKP baseline. We experimented
with the Long Short-Term Memory (LSTM) artificial recurrent neural network archi-
tecture. We did extensive feature engineering ending up with 53 input features for our
LSTM model, these features were from OHLCV and Limit Order Book data plus cal-
culating some basic Technical Analysis indicators such as RSI, MACD and Moving
Averages among others. Normalizing our feature set was required to transform all fea-
tures into homogeneous values, MinMax scaler proved to provide better results. We
tested our model with different amounts of training data, historical intervals and dif-
ferent hyper-parameters for different data intervals, 1 minute, 1 hour, 4 hours and 1
day. Only when we did an ‘Ensemble’ of 5 of our tested LSTM configurations predic-
tions we managed to outperform the Last Known Price baseline when predicting a
couple of days of June 2021. Unfortunately, these results did not translate when pre-
dicting full month periods or in our backtesting framework across most of the months
over the years 2020-2021. Our LSTM Ensemble model proved to be very susceptible
to market conditions, where bearish market conditions in May 2021 made possible
some surprisingly good results in our backtesting framework, so the market making
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agents using the predictions were getting substantially larger revenues than the agents
not using the predictions, even though MAPE and DA of these predictions was not
exceeding the LKP as an average. 

4 Conclusion 

We found a way to determine causal connections in massive time series data. Also,
we discovered such connections between the price change as an effect caused by com-
binations of specific cognitive distortions and sentiment patterns in online media con-
tent as well as changes of trade sell and buy volumes and imbalances between them
on daily basis applied to Bitcoin cryptocurrency. That gives us hope to build a solu-
tion for reliable price prediction mechanisms usable for financial applications.
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