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Abstract. Video Anomaly Detection (VAD) is an important topic in
computer vision. Motivated by the recent advances in self-supervised
learning, this paper addresses VAD by solving an intuitive yet challeng-
ing pretext task, i.e., spatio-temporal jigsaw puzzles, which is cast as a
multi-label fine-grained classification problem. Our method exhibits sev-
eral advantages over existing works: 1) the spatio-temporal jigsaw puzzles
are decoupled in terms of spatial and temporal dimensions, responsible
for capturing highly discriminative appearance and motion features, re-
spectively; 2) full permutations are used to provide abundant jigsaw puz-
zles covering various difficulty levels, allowing the network to distinguish
subtle spatio-temporal differences between normal and abnormal events;
and 3) the pretext task is tackled in an end-to-end manner without rely-
ing on any pre-trained models. Our method outperforms state-of-the-art
counterparts on three public benchmarks. Especially on ShanghaiTech
Campus, the result is superior to reconstruction and prediction-based
methods by a large margin.

Keywords: video anomaly detection; spatio-temporal jigsaw puzzles;
multi-label classification

1 Introduction

Video anomaly detection (VAD) refers to the task of detecting unexpected events
that deviate from the normal patterns of familiar ones. Recently, it has become
a very important task in the community of computer vision and pattern recogni-
tion with the exponential increase of video data captured from various scenarios.
VAD is rather challenging as abnormal events are infrequent in real world and
unbounded in category, jointly making typical supervised methods inapplicable
due to the unavailability of balanced normal and abnormal samples for training.
Therefore, VAD is generally performed in a one-class learning manner where

only normal data are given .
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(a) Jigsaw puzzle construction (b) Multi-class permutation index prediction (c) Multi-label position prediction

Fig. 1: Multi-class index classification vs. multi-label position classification. (a)
Jigsaw puzzle construction. We permute the original sequence based on a ran-
domly selected permutation from all possible ones. (b) Multi-class permutation
index prediction. Traditional methods take a permutation as one class
out of 4!1=24 classes. (¢) Multi-label permutation position prediction (ours). We
directly output multiple predictions, indicating the absolute position in the orig-
inal sequence for each frame.

In this regime, a series of VAD approaches have

been proposed, among which reconstruction and prediction based methods are
two representative paradigms in the context of deep learning. Reconstruction
based methods build models, e.g., autoencoders and generative adver-
sarial networks (GAN), to recover input frames, and examples with high recon-
struction errors are identified as anomalies at test time. In consideration of the
temporal coherence, prediction based methods render missing frames e.g., middle
frames or future frames , according to motion continuity. The differ-
ence between the predicted frame and its corresponding ground-truth suggests
the probability of anomaly occurring.

The two types of methods above report promising performance; however,
as stated in , they aim at high-quality pixel generation, and even
though the networks are only trained to perfectly match normal examples, their
inherent generalization abilities still make the anomalies well reconstructed or
predicted, especially for static objects, e.g., a stopped car in a pedestrian area.
To address this, some follow-up studies attempt to boost the accuracy through
incorporating memory modules , modeling optical flows , redesigning
specific architectures [58], etc.

More recently, self-supervised learning has opened another avenue for VAD
with significantly improved results. Different from the unsupervised generative
solutions, self-supervised learning based methods explore supervisory signals for
learning representations from unlabeled data , and current investigations
mainly differ in the design of pretext tasks. Wang et al. propose an instance
discrimination task to establish subcategories of normality as clusters and exam-
ples far away from the cluster centers are determined as anomalies. Georgescu
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et al. |13] deliver an advancement by a model jointly considering multiple pre-
text tasks including discriminating arrow of time and motion regularity, mid-
dle frame reconstruction and knowledge distillation. Nevertheless, their pretext
tasks are basically defined as binary classification problems, making them not so
competent at learning highly discriminative features to distinguish subtle spatio-
temporal differences between normal and abnormal events. Additionally, these
methods [13})55] depend on the networks pre-trained on large-scale datasets, e.g.,
ImageNet [47] and Kinetics-400 [23].

To circumvent the shortcomings aforementioned, in this paper, we propose a
simple yet effective self-supervised learning method for VAD, through tackling
an intuitive but challenging pretext task, i.e., spatio-temporal jigsaw puzzles.
We hypothesize that successfully solving such puzzles requires the network to
understand the very detailed spatial and temporal coherence of video frames by
learning powerful spatio-temporal representations, which are critical to VAD.
To this end, we take into account full possible permutations, rather than a sub-
set produced by a heuristic permutation selection algorithm [41], to increase
the difficulty of jigsaw puzzles with the aim of offering fine-grained supervisory
signals for discriminative features. Based on the observation that anomalous
events usually involve abnormal appearances and abnormal motions, we decou-
ple spatio-temporal jigsaw puzzles in terms of spatial and temporal dimensions,
responsible for modeling appearance and motion patterns, respectively, which
technically facilitates optimization compared to solving 3D jigsaw puzzles [2].
To be specific, we first randomly select a permutation from n! possible permuta-
tions, where n is the number of elements in the sequence. With this permutation,
we then spatially shuffle patches within frames to construct spatial jigsaw puz-
zles or temporally shuffle a sequence of consecutive frames to build temporal
ones. The training objective is to recover an original sequence from its spatially
or temporally permuted version. Unlike existing methods for learning general vi-
sual representations [24,26/|41] which treat jigsaw puzzle solving as a multi-class
classification problem where each permutation corresponds to a class (Figure
(b)), we cast it as a multi-label learning problem (Figure [1] (c)), allowing the
method to be extendable to more advanced jigsaw puzzles with more pieces and
free from significantly increased memory consumption. During inference, the
confidence of the prediction with respect to unshuffled frames or images serves
as the regularity score for anomaly detection. Abnormal events are expected to
have lower confidence scores because they are unseen in training.

Compared to prior work on self-supervised VAD [13,[55], the advantages of
our method are three-fold. First, we dramatically simplify the self-supervised
learning framework by solving only a single pretext task, which is decoupled
into the spatial and temporal jigsaw puzzles, corresponding to modeling normal
appearance and motion patterns, respectively. Second, full possible permuta-
tions are employed to produce large-scale learning samples of a high diversity,
allowing the network to capture subtle spatio-temporal anomalies from the pre-
text task. To ensure computational efficiency, we formulate puzzle solving as a
multi-label learning problem, accommodating a factorial of number of variations.
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Third, our method is free from any pre-trained networks, because solving the
challenging pretext itself helps to learn rich and discriminative spatio-temporal
representations. It achieves state-of-the-art results on three public benchmarks,
especially on the ShanghaiTech Campus dataset [35].

2 Related Work

Video anomaly detection. While early studies [1}3,/9] advocate manually-
designed appearance and motion features for VAD, recent methods leverage the
powerful representation capabilities of deep neural networks to automatically
learn features from video events and deliver better performance. Most VAD
methods follow the way of per-pixel generation, with reconstruction based and
prediction based ones being the two important lines. Reconstruction based meth-
ods |11}/18,34] learn to recover input frames or clips, while prediction based meth-
ods learn to predict missing frames, such as future frame prediction [12,29,/33]
or middle frame completion [27}/61]. The combination of reconstruction and pre-
diction as a hybrid solution is also explored in [38,60L/63]. These methods aim
at high-quality pixel generation during training and examples with large re-
construction or prediction errors are identified as anomalies. However, these
networks often exhibit strong generalization abilities on anomalies (even though
they are unseen in training), leading to decent reconstruction or prediction qual-
ity. The use of memory mechanisms [16}/43] or multi-modal data (e.g., optical
flows [30,140] and RGB differences [6]) suppresses the generalization ability to
some extent but the improvement is far from perfect given the additional com-
putation and memory consumption.

Self-supervised learning. Self-supervised learning (SSL) is a generic learn-
ing framework which seeks supervisory signals from data only. It can be broadly
categorized into constructing pretext tasks and conducting constrastive learn-
ing. Pretext tasks. For images, pretext tasks typically include solving jigsaw
puzzles |41], coloring images [62], and predicting relative patches |10] or image
rotations [15], etc. For videos, a series of methods additionally exploit tempo-
ral information exclusive to videos based on verifying correct frame order 37,
sorting frame order [26] or clip order [59], predicting playback speed [5] or arrow
of time [45]/56], etc. Among the pretext tasks, jigsaw puzzle is widely explored
and proves effective in learning visual representation, but related methods fail
to leverage all possible permutations, which scales factorially with the input
length. Cruz et al. [48] avoid such a factorial complexity by directly predicting
the permutation matrix that shuffles the original data. Contrastive learning.
It is another prevalent self-supervised learning paradigm in which each instance
is regarded as a category. Motivated by the success of self-supervised image rep-
resentation learning such as SimCLR [8] and MoCo [19], many extensions [31}42]
of constrastive learning are proposed to adapt image-based methods to the video
domain.

SSL in VAD. While these self-supervised methods prove very effective in
generic representation learning, benefiting bundles of downstream recognition
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Fig. 2: Method overview. We devise a pretext task including temporal and spa-
tial jigsaw puzzles, for self-supervised learning spatio-temporal representations.
Based on the object-centric spatio-temporal cubes, we create jigsaw puzzles by
performing temporal and spatial shuffling. The network comprises a shared 3D
convolution backbone followed by two disjoint heads to predict the permutation
used for shuffling frames in time and patches in space, respectively. Each column
of a matrix denotes the prediction of an entry in the permutation.

and detection tasks [8[19,[31,[42], the efforts that exploit SSL for VAD are very
few. SSL based VAD methods capture spatio-temporal representations by either
conducting constrastive learning or solving pretext tasks, diverging from per-
pixel reconstruction or prediction based methods. Wang et al. learn spatio-
temporal representations via a contrastive learning framework with a cluster
attention mechanism. However, it requires a large number of training samples
and customized data augmentation strategies. Georgescu et al. train a 3D
convolutional neural network jointly on three self-supervised proxy tasks and
knowledge distillation for VAD. These proxy tasks are easy to solve, preventing
the network from learning highly discriminative representations for VAD.

In this work, we design a more challenging pretext task, i.e., solving spatio-
temporal jigsaw puzzles. Though solving jigsaw puzzles as a pretext task has
been investigated for SSL by shuffling spatial layout , temporal order [26] or
their combination , they mostly formulate it as a multi-class classification
task, therein each type of permutation corresponds to one class. The represen-
tations learned from the pretext tasks prove very effective evaluated in a series
of downstream tasks, e.g., image retrieval and action recognition; however, its
potential on VAD remains unexplored. A straightforward solution is directly ap-
plying these methods to learn representations of normal events for VAD.
Nevertheless, this simple adaptation is sub-optimal since they only focus on mod-
eling either appearances or motions while abnormal appearances and abnormal
motions intertwine with each other in anomalous events in videos. Kim et al.
manage to solve space-time cubic puzzles, however, the multi-class formulation
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restricts itself to more advanced jigsaw puzzles (in fact they only leverage four-
piece jigsaw puzzles), leading to inferior performance, shown in Table[2| Though
Ahsan et al. [2] consider directly solving 3D spatio-temporal jigsaw puzzles, we
empirically find that its performance is not as good as expected due to the ex-
treme difficulty of solving 3D jigsaw puzzles. For example, a cube compressing
7 frames with 3 x 3 grid results in 7! x (3 x 3)! = 1,828,915, 200 possibles per-
mutations. Therefore, we decompose the 3D spatio-temporal jigsaw puzzles into
spatial and temporal jigsaw puzzles, corresponding to learning appearance and
motion patterns, respectively.

3 Method

3.1 Overview

Figure [2]shows the pipeline of the proposed method, in which a sequence of four
frames is used as an example for easy illustration. The method contains three
steps: object-centric cube extraction, puzzle construction, and puzzle solving.
We first employ an off-the-shelf object detector [46] to extract all objects in
the frames and stack the objects along the time dimension to construct object-
centric cubes. For each cube, we further apply spatial or temporal shuffling to
construct the corresponding spatial or temporal jigsaw puzzle. Finally, a con-
volutional neural network, acting as a jigsaw solver, attempts to recover the
original sequence from its spatially or temporally permuted version. The pro-
posed method is equivalent to solving a multi-label classification problem and is
trained in an end-to-end manner.

It is noteworthy that we do not use any optical flows or pre-trained models
(except for the object detector). The spatial and temporal permutations are only
applied in training, allowing fast inference with a single forward pass.

3.2 Fine-grained Decoupled Jigsaw Puzzles

In self-supervised learning, it is crucial to prepare neither ambiguous nor easy
self-labeled data |41]. Based on the observation [26,41] that networks can learn
richer spatio-temporal representations from a more difficult pretext, we introduce
full permutations for fine-grained jigsaw puzzle construction with the aim of
capturing subtle spatial and temporal differences.

We first extract a large number of objects of interest by applying a YOLOv3
detector [46] pre-trained on MS-COCO [28] frame by frame, therein we only
keep the localization information and discard the classification labels. For each
object detected in the frame i, we construct an object-centric spatio-temporal
cube by simply stacking patches cropped from its temporally adjacent frames
{i—t,..,i—1,i,i+1,...i + t} using the same bounding box and location. We
rescale all the extracted patches into a fixed size, e.g., 64x64. Based on the
extracted object-centric spatio-temporal cubes, we prepare training samples by
constructing spatial or temporal jigsaw puzzles.
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Spatial jigsaw. Following [41], for each frame, we start by decomposing it
into n X n equal-sized patches which are then randomly shuffled. We make all
the frames in the cube share the same permutation meanwhile keep them in the
chronological order. Different from [41] that separately passes each patch into
the network, we directly take as input the frames after spatial shuffling, which
are of the same size with the original frame, i.e., 64 X 64 in our setting.

Temporal jigsaw. To construct temporal jigsaw puzzles, we shuffle a se-
quence of [ frames without disorganizing the spatial content. Jenni et al. [22]
reveal that the most effective pretext tasks for powerful video representation
learning are those that can be solved by observing the largest number of frames.
For instance, motion irregularity [13] can be easily detected by just comparing
the first two frames, in contrast to observing the total number of frames to solve
our temporal jigsaw puzzles, which is crucial for learning more discriminative
representations of motion patterns. Note that we do not temporally shuffle the
frame sequence containing only static contents since it is impossible to infer its
temporal order by simply observing visual cues.

3.3 Multi-label Supervision

Our jigsaw solving task is essentially a permutation prediction problem. Recall
that, to make the task more challenging for learning discriminative representa-
tions, we employ the full permutations to produce fine-grained jigsaw puzzles.
Different from typical methods [241|26/41] that formulate jigsaw puzzle solving
as multi-class classification, therein each permutation is a class, we cast jigsaw
puzzle solving as a multi-label classification problem and attempt to directly
predict the absolute position of each frame or the location of each patch. For
each frame in the temporally shuffled sequence, we predict the correct position
in the original sequence, while for each patch in the spatially shuffled frame, we
predict the correct location in the original splitting grid. The strategy reduces
the complexity O(I!) to O(I?), and it can thus be easily extended to input frames
of longer sequences or finer grid-splits with negligible memory consumption.

We adopt the mixed training strategy where a training mini-batch consists
of two disjoint sets: Qs and ¢, denoting the sets of spatial and temporal jigsaw
puzzles, respectively. Thus, the mini-batch has a total of |Q:| + |Qs| samples. It
is worth noting that the two solvers (heads) are only responsible for their own
puzzle types, i.e., we do not rely on the temporal solver to deal with spatial
jigsaw puzzles to avoid ambiguity and vice versa. Algorithm [1| provides more
details for constructing puzzles in mini-batches.

We optimize the network using the cross-entropy (CE) loss. For a jigsaw
puzzle p, its loss is computed as Eq. .

(A CE@LT),  peq

L,= n? ) : (1)
' {éZj:lCE(Sjasj)a pEQs
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where t; and ¢; are the ground-truth and predicted positions of a frame in the
original sequence, respectively, and s; and s; are the ground-truth and predicted
locations of a patch in the original splitting grid, respectively.

Algorithm 1: Puzzle construction in mini-batches

Input: object-centric spatio-temporal cubes C, ratio r , frame length [,
number of patches n?, threshold (.
Output: sets of jigsaw puzzles: Q¢, @s.

1 Q4+ T,Qs +— D
2 P! < all permutations [Pf, P}, ..., P}
3 P® « all permutations [P;, Py, ...7P(5n2)!]
4 for cin C do
5 p < Usioar[0,1] // uniform sampling
6 if p <r then
7 if p < then
8 | i1
9 else
10 | i Uine[1, (n?)]
11 end
12 q < SpatiallyShuffle(c, P;’)
13 Qs + Qs U{q}
14 else
15 J 4 Uine[1,1]
16 q + TemporallyShuffle(c, P})
17 Qe < Q:U{q}
18 end
19 end

3.4 VAD Inference

Following the same protocol of object detection in training, for each object in
frame ¢, we construct the corresponding object-centric cube by cropping the
bounding boxes from its temporally adjacent frames {i—t,...,i—1,4,i+1,...i+t}.
During inference, we reuse the built-in jigsaw solvers to obtain the regularity
scores. We pass the object-centric cubes without performing spatial or temporal
shuffling and obtain two matrices, My and M, corresponding to spatial and
temporal permutation predictions, respectively.

Intuitively, the diagonal entries of the matrices of normal events are larger
than those of abnormal ones, as the network is only trained to recover the orig-
inal normal sequences. We thus simply take the minimum prediction score of a
sequence as its regularity, as in Eq. (3)).
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{TS = min(diag(M.)) (2)

ry = min(diag(M;))

where diag(-) extracts the matrix diagonal, My and M; are predicted by the
spatial or temporal jigsaw solver, and rs and r; indicate the object-level regular-
ity scores, respectively. We select the minimum score along the diagonal of the
matrix as the resulting object-level regularity score, since an example is likely
anomalous as long as one frame or patch is wrongly predicted, in accordance
with fine-grained multi-label supervision in training. Similarly, we obtain the
frame-level regularity score Ry (R4) by simply selecting the minimum object-
level regularity score in the frame. Similar to [13], we also apply a 3D mean filter
to create a smooth anomaly score map. Following [29,/58L/60], we normalize the
irregularity scores of all frames in each video:

Ry —min(R,)
Ry = max(Ry) — min(Ry) 3)
R, — R, — min(Ry)

max(R;) — min(R;)

The final frame-level regularity score R (Eq. (4)) is the weighted average of
Rs and Ry, followed by a temporal 1-D Gaussian filter.

R=wx*Rs;+ (1 —w) * Ry. (4)

4 Experiments

4.1 Datasets

We present the experimental results on three popular benchmarks, namely UCSD
Ped2 [36], CUHK Avenue [32], ShanghaiTech Campus [35].

UCSD Ped2 [36]. Ped2 contains 16 training videos and 12 test videos
captured by a fixed camera. Example objects are pedestrians, bikes, and vehicles.
Each video has a resolution of 240x360 pixels in gray scale.

CUHK Avenue [32]. Avenue consists of 16 training videos and 21 test
videos, respectively. It includes a total number of 47 abnormal events with throw-
ing bag and moving toward/away from the camera being example anomalies.
Each video has a resolution of 360x640 RGB pixels.

ShanghaiTech Campus (STC) [35]. It contains 330 training videos and
107 test videos covering 13 different scenes, making it more challenging than the
other two datasets. Example anomalous events include car invading and person
chasing. Each video has a resolution of 480x856 RGB pixels.
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4.2 Implementation Details

Since we train our network only on the object-centric cubes, the first stage of
our method is object detection. For fair comparison, we follow [13] to adopt the
same implementatiorﬂ of YOLOv3 [46] and use the same configurations to filter
out the detected objects with low confidence. We set the confidence thresholds
to 0.5, 0.8, and 0.8 for Ped2, Avenue and STC, respectively. The confidence
thresholds are shared during training/test for each dataset. The input to the
network is a tensor of [ x 64 x 64 x 3 where [ is the length of the sequence. The
difficulty levels of spatial and temporal jigsaw puzzles are adjusted by varying n
and [, respectively. We obtain the optimal results with [ =9 on STC and [ =7
on Ped2 and Avenue, and n = 3 for all the three datasets. We empirically set
r = 0.5 (|]Qt| = |Qs|) and w = 0.5 throughout all the experiments, indicating
the equivalent importance of spatial and temporal branches. Considering that
Avenue and Ped2 are relatively small compared to the scale of spatial jigsaw
puzzles (9!=362,800), we do not perform spatial shuffling with the probability
¢ = le — 4 (Line 7 in Algorithm .

Our framework is implemented using the PyTorch library [44] and trained in
an end-to-end manner. We adopt the Adam optimizer with 81 = 0.9, 82 = 0.999.
The learning rate is le-4. We train the network for 100 epochs on Avenue and
STC and 50 epochs on UCSD Ped2, and set the batch size as 192.

4.3 Evaluation Metric

Following the widely-adopted evaluation metric used in VAD community [12}[16]
29,130,/5561], we report the frame-level area under the curve (AUC) of Receiver
Operation Characteristic (ROC) with respect to the ground-truth annotations by
varying the threshold. Specifically, we concatenate all the frames in dataset and
then compute the overall frame-level AUC, i.e., micro-averaged AUROC |[14].

4.4 Experimental Results

Table [1] shows the comparison results with different types of state-of-the-art
approaches, where we can observe that our method delivers very impressive per-
formance on all the three benchmarks. On the challenging STC, our method
outperforms reconstruction-based, prediction-based, and hybrid methods by sig-
nificant margins. For example, our method achieves 84.3% while the best accu-
racy of previous generative methods is 77.7% by CT-D2GAN [58]. This suggests
the superiority of self-supervised learning which captures discriminative repre-
sentations of normal events by solving pretext tasks, bypassing the requirement
for per-pixel generation. Additionally, compared to the VAD methods [13}/55]
leveraging self-supervised learning, we still achieve the best performance, boost-
ing the second-best method [13] by 1.9%. We attribute it to the design of our
challenging pretext task, i.e., solving fine-grained spatio-temporal jigsaw puzzles

® https://github.com/wizyoung/YOLOv3_TensorFlow
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Table 1: Comparison with state-of-the-art methods in terms of micro-AUROC
(%). The best and second-best results are bold and underlined, respectively. *
denotes that micro-AUROC is reported. SSL is short for self-supervised learning.

Type‘ Method ‘Ped2 Avenue STC
Conv-AE [18] 90.0 70.2 -
g StackRNN |[35] 922 81.7 68.0
£ Mem-AE [16] 94.1 83.3 T71.2
2 AM-Corr [40] 96.2  86.9 -
Iz MNAD-Recon. [43] 90.2 82.8  69.8
S ClusterAE [6] 96.5 86.0 73.3
= VEC [61] 97.3  90.2 748
LNRA (Patch based) [4] 94.8 849 725
LNRA (Skip frame based) [4]| 96.5  84.7  76.0
I3D-Recons. - 69.3 - 69.4
Frame-Pred. [29] 954 85.1 728
g BMAN [27] 96.6  90.0  76.2
8 Multipath-Pred. [54] 96.3 88.3 76.6
g MNAD-Pred. [43] 97.0 885 705
a, CT-D2GAN |[58] 972 8.9 T7.7
Bi-Prediction |7] 96.6  87.8 -
ST-CAE [63] 91.2 809 -
3 MPED-RNN |38] - - 73.4
2 AnoPCN [60] 96.8 86.2 73.6
= IntegradAE [51] 96.3 8.1 73.0
HFZ-VAD (30] 99.3 91.1 76.2
0 SCL [32] - 809 -
E’ DeepOC |57 96.9 86.6 -
= CAE-SVM™ |21] 943 87.4 787
Scene-Aware |50 - 89.6 747
i CAC [55] - 87.0 793
N SS-MTL™ [13] 975 915 824
Ours 99.0 92.2 84.3

with full permutations, which helps to learn discriminative representations. Note
that we only use the VAD training set to train our network and do not use an
extra model for either knowledge distillation [13] or transfer learning [55]. On
Avenue and UCSD Ped2, we also deliver very competitive performance, indicat-
ing that our method is robust to datasets of different scales.

5 Ablation Study

To understand the factors that contribute to the anomaly detection performance,
we conduct ablation studies on STC and Avenue considering four key factors
that control the puzzle difficulty: a) number of permutations; b) number of
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frames/patches; c) types of puzzles; and d) other pretexts beyond jigsaw solving.
We also discuss the reliance on the object detector.

Table 2: Results of various numbers of permutations on STC and Avenue in terms
of AUROC (%). T and S represent the number of permutations for temporal and
spatial jigsaw puzzle construction, respectively. Here, | = 7 and n? = 9.

Exp. ID[ Method [ T [ S [Avenue STC

Al 504 | 504 84.6 76.8
A2 Baseline |5040| 504 85.3 T7.6
A3 |(Multi-class)| 504 | 5040 | 87.0 78.1
A4 5040| 5040 87.5 785
A5 504 | 504 87.1 79.7
A6 5040 504 87.5 81.2
Ours
A7 (Multi-label) 504 | 5040 88.6 79.8
A8 5040| 5040 89.5 82.0
A9 5040(362880| 92.2 83.2

Number of permutations. We constrain the number of permutations used
to construct puzzles by selecting the subsets of full permutations using a Ham-
ming distance based selection algorithm [41]. We first build a baseline that fol-
lows the typical solution for solving puzzles, which considers a permutation as a
class. During inference, the regularity scores are the probabilities of the spatio-
temporal cubes not being spatially or temporally permuted. From Table [2] both
the baseline method and our method achieve improved results with a large num-
ber of permutations for both spatial and temporal puzzles, since the networks
need to capture more discriminative representations to perceive subtle differ-
ences among jigsaw puzzles. Moreover, our method consistently outperforms the
baseline for the same number of permutations. One possible reason is that the
baseline attempts to discriminate jigsaw puzzles by different permutations, while
we aim to predict the correct position of each frame/patch in the permutation in
a more detailed way. Moreover, for advanced puzzles with more pieces, the base-
line model fails due to memory limitation. In contrast, thanks to the multi-label
classification formulation, our method can handle finer-grained puzzles with full
permutations in a memory-friendly way, achieving the best (A9).

Number of frames/patches. With full permutations considered for puzzle
construction, we next examine the effects of the number of frames (I) in the
temporal dimension and the number of patches (n?) in the spatial dimension.
We do not try a larger I (I > 9) as the object would go beyond the boundary of
the spatio-temporal cube. From Table [3| we can observe a trend of performance
improvement when we increase ! and n? in a certain range. The observation is
consistent with human beings who need more efforts to solve puzzles with more
pieces. However, when we increase [ and n? further, the performance deteriorates.
The reason lies in that the network is difficult to optimize especially on the spatial
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Table 3: Results of different numbers of frames/patches on STC and Avenue in
terms of AUROC (%). [ and n? denote the number of frames in an object-centric
cube and the number of patches in the frames, respectively.

Exp. ID[l[nﬂAvenue STC
B1 5/4| 89.7 79.3
B2 |71 4] 90.2 80.2
B3 |719| 92.2 832
B4 |9]/4| 886 81.1
B5 |9/9| 89.2 84.3
B6 |9/16| 879 80.4

jigsaw puzzles, as each patch is very small (16 x 16 pixels for n? = 16 in our
setting) and thus causes ambiguity.

Types of puzzles. Finally, we investigate the effects of solving spatial and
temporal jigsaw puzzles for VAD. To this end, we design four alternative con-
figurations based on when and which jigsaw puzzles are activated. Here, we set
I =7and [ =9 for Avenue and STC, respectively; n? = 9 for both. Our method
benefits more from solving spatial and temporal jigsaw puzzles in the training
phase. For example, C3 indicates simultaneously solving spatial and temporal
jigsaw puzzles during training, while C1 represents solving temporal jigsaw puz-
zles only. We activate the temporal solver only during testing for C1 and C3.
In other words, the only difference between C1 and C3 is the training goal, i.e.,
multi-task wvs. single-task. Our method clearly benefits from multi-task learn-
ing and achieves better performance 82.7% wvs. 78.6% on STC. However, when
only one type of puzzle is activated either during training or testing, the results
are always worse than our complete version, namely C5. The observations are
intuitive that anomalous events are caused by abnormal appearances and/or mo-
tions. Therefore, it is beneficial to include both types of jigsaw puzzles to detect
both types of anomalies.

Other pretexts beyond jigsaw solving. We design other alternative pre-
text tasks considering the spatial dimension (e.g., rotation prediction [25] and
translation prediction [20]) and the temporal dimension (e.g., arrow of time
prediction [56] and temporal order verification [37]). Our method achieves the
best performance in Table [4 It gives evidence that a proper design of the pre-
text task enabling fine-grained discrimination is essential for VAD. Compared
to other pretexts, ours sets a more challenging task which requires the model to
perceive every patch within a frame and every frame within a clip.

Object detector. Although we mainly focus on object-level anomaly de-
tection, our method can also be applied at frame level. To this end, we remove
the object detector and report the results on the RetroTrucks dataset [17]. For
fair comparison with [17], we train an I3D [53] network to predict the absolute
position of the original sequence, since we observe that activating the temporal
branch only is sufficient. Our method achieves the best performance in Table [6]
even outperforming [17] that incorporates object interaction reasoning.
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Table 4: Results of different pretexts for VAD on STC in terms of AUROC (%).

Exp. ID‘ Spatial ‘ Temporal ‘STC
D1 Rotation Arrow of time 72.9
D2 Rotation |Temporal order verification| 74.8
D3 Translation Arrow of time 73.0
D4 Translation |Temporal order verification| 75.6
D5 Translation Jigsaw (ours) 81.1
D6 |Jigsaw (ours)|Temporal order verification| 78.3
D7  |Jigsaw (ours) Jigsaw (ours) 84.3

Table 5: Results of different jigsaw puz-
zles. T and S are short for “temporal” Table 6: Results on RetroTrucks

and “spatial”, respectively. in terms of AUROC (%).
Exp. ID Train|Test Avenue STC Method ‘RetroTrucks

TS|TS Frame-Pred. [29) 60.6

Cl |V - |V -| 789 786 Mem-AE [16] 63.6

c2 |- v |- v| 8.7 760 13D [17] 71.2

a v v v 869 827 13D + GCN [17] 715

C4 v v v'| 89.0 79.8 Ours 72.8

Cs v v [V V]| 92.2 843

6 Conclusion

In this work, we present a simple yet effective self-supervised learning frame-
work for VAD through solving a challenging pretext task, i.e., spatio-temporal
jigsaw puzzles, which are decoupled into spatial and temporal jigsaw puzzles for
easy optimization. We emphasize that a challenging pretext task is key to learn-
ing discriminative spatio-temporal representations. To this end, we perform full
permutations to generate a rich set of spatial and temporal jigsaw puzzles with
varying degrees of difficulty, which allows the network to discriminate subtle
spatio-temporal differences between normal and abnormal events. We reformu-
late the pretext task as a multi-label fine-grained classification problem, which
is addressed in an efficient and end-to-end manner. Experiments show that our
method achieves state-of-the-art on three popular benchmarks.
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Video Anomaly Detection by Solving Decoupled
Spatio-Temporal Jigsaw Puzzles

(Supplementary Material)
The supplementary material provides:

— detailed configuration of the network architecture.

— comparison in terms of macro-averaged AUROC metric [14].

— running time analysis.

— visual results on UCSD Ped2 [36], CUHK Avenue |32] and ShanghaiTech
Campus (STC) [35].

— multi-label regression loss vs. multi-label classification loss for training.

— action recognition experiment on UCF-101 [49] using linear probing evalua-
tion.

A Network Architecture

The detailed configuration of the network is presented in Table [7} The network
consists of a shared convolutional part and two independent heads. The shared
convolutional neural network (CNN) consists of 3D convolutions (conv) to ex-
tract spatio-temporal representations and 2D conv to aggregate spatial represen-
tations, while the two individual heads are fully connected (fc) layers. The shared
part consists of three 3D blocks and one 2D block. Each 3D block comprises two
3D convolutional layers with the filters of 3 x 3 x 3 and a 3D max-pooling layer.
Each convolutional layer is followed by an instance normalization (IN) layer [52],
a ReLLU activation layer. We perform 3D max-pooling along the spatial dimen-
sion in the first two blocks while the last 3D max-pooling layer performs global
temporal pooling. The 2D block consists of a 2D convolutional layer, followed
by an IN layer, a ReLU activation layer, a 2D dropout layer, and a 2D max-
pooling layer. Both heads share the same configuration with two fc layers. We
employ IN layers in the network since spatial and temporal jigsaw puzzles are
instance-specific and independent of each other. Generally, we adopt the similar
architecture (expect for the normalization layer) with the “deep+wide” 3D CNN
in [13] for fair comparison.

B Macro-averaged AUROC Comparison

We note that most of the existing works [12,/16}/29,/30,/55,/61] report the micro-
averaged AUROC by concatenating all frames in the dataset then computing
the score while some [13,21] report macro-average AUROC by first computing
the AUROC for each video then averaging these scores. Note that we report
the micro-averaged AUROC in our main paper by default. Here, we also re-
port the macro-averaged AUROC in Table [§] Clearly, we also achieve the best
performance.
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Table 7: The detailed network architecture. Global temporal pooling is denoted
by “”.n? and [ denote the number of patches in space dimension and the number
of frames in time dimension, respectively.

3 X 3 x 3 conv 32
3 X 3 x 3 conv 32
1 X 2 X 2 max-pooling
3 X 3 x 3 conv 64
Al 3 x3x 3 conv 64
1 X 2 X 2 max-pooling
3 %X 3 x 3 conv 64
3 X 3 x 3 conv 64
1 X2 X 2 max-pooling

3 X 3 conv
@ dropout
2 X 2 max-pooling
9| 512 fc 512 fc
| (n?)? fe 12 fe

C Running Time

All experiments are conducted on an NVIDIA RTX 2080 Ti GPU and an Intel(R)
Xeon(R) CPU E5-2650 v4 @ 2.20GHz. For object detection, the YOLOv3 model
[46] takes about 20 milliseconds (ms) per frame. In the anomaly detection phase,
our lightweight model infers the anomaly scores in 3 ms. With all components
considered, our method runs at 28 FPS with an average of 5 objects per frame
while the running speed of HF2-VAD is about 10 FPS. The run-time bottleneck
of our framework principally lies in object detection and spatio-temporal cube
construction.

Table 8: Comparison with state-of-the-art methods on frame-level performance
in terms of macro-averaged AUROC (%). The best and second-best results are
bold and underlined, respectively. * denotes the results taken from [14].

Year Method Ped2 Avenue STC
2018 |Frame-Pred.” [29]| 98.1 81.7 80.6
2019 | CAE-SVM* [21] | 97.8 90.4 84.9
2021 SS-MTL [13] 99.8 919 89.3
2022 Ours 99.9 93.0 90.6

D Visual Results

We provide visual results on UCSD Ped2 [36], CUHK Avenue [32] and STC [35],
shown in Figure [3] Figure [d] and Figure [5] respectively. Clearly, the regularity
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(a) Test video 02 from UCSD Ped2. (b) Test video 07 from UCSD Ped2.

Fig. 3: Regularity score curves by our method on UCSD Ped2. The light red
shaded regions represent the ground-truth segments of abnormal events.
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(a) Test video 16 from CUHK Avenue.  (b) Test video 02 from CUHK Avenue.

Fig. 4: Regularity score curves by our method on CUHK Avenue. The light red
shaded regions represent the ground-truth segments of abnormal events.
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Fig.5: Regularity score curves by our method on STC. The light red shaded
regions represent the ground-truth segments of abnormal events.

scores correlate strongly with the ground-truth temporal segments of the abnor-
mal events, indicating the effectiveness of our method.
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E Classification vs. Regression

We first convert each position label to one-hot format and then use mean square
error (MSE) to regress entries of the one-hot label for each frame/patch. We
obtain 83.9% on STC vs. 84.3% (ours), showing that multi-label formulation is
robust to different losses.

F Action Recognition

Both action recognition and VAD require learning spatio-temporal features for
classification. But the features they require are different - VAD expects the
features sensitive to more subtle changes leading to higher discrimination, while
our pretext task also benefits action recognition (as shown by the preliminary
results under the fine-tuning protocol on UCF-101 [49] in Table [9).

Table 9: Results on UCF-101.

Method ‘Accuracy
Shuffle & Learn [37] 50.2
OPN |[26] 56.3
VCOP |59 64.9
Ours 67.7
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