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Abstract

Road obstacle detection is an important problem for vehicle driving safety. In this
paper, we aim to obtain robust road obstacle detection based on spatio-temporal
context modeling. Firstly, a data-driven spatial context model of the driving scene is
constructed with the layouts of the training data. Then, obstacles in the input image
are detected via the state-of-the-art object detection algorithms, and the results
are combined with the generated scene layout. In addition, to further improve
the performance and robustness, temporal information in the image sequence is
taken into consideration, and the optical flow is obtained in the vicinity of the
detected objects to track the obstacles across neighboring frames. Qualitative and
quantitative experiments were conducted on the Small Obstacle Detection (SOD)
dataset and the Lost and Found dataset. The results indicate that our method with
spatio-temporal context modeling is superior to existing methods for road obstacle
detection.

1 Introduction

The performance of object detection algorithms has been significantly improved in recent years,
largely due to the success of models based on deep convolutional neural networks [2, 7, 9, 17, 18, 19].
In addition, object detection algorithms have been widely used in a spectrum of practical application
scenarios. Among them, obstacle object detection in road scenes is a crucial ability for self-driving
vehicles. If we can detect the obstacle in front of the vehicle ahead of time and maneuver around it,
traffic collisions and consequent injuries, death, and property damage can be avoided.

Despite its significance in driving safety, road obstacle detection is much more challenging than
generic object detection. Firstly, road obstacles can be very small especially when viewed from
distance. This poses challenges to modern deep learning-based object detectors as they usually
operate at fixed levels of the spatial pyramid. While we could potentially train specialized detectors
for small-scale object detection, these algorithms would require additional computational budget
due to the increased feature resolution. In addition, visual cues from road obstacles can be weak or
ambiguous due to motion blur, illumination variation, occlusion, etc. This is particularly the case
when the objects are either small or distant, or both. As humans, we overcome these difficulties by
constantly focusing on road conditions while driving. An experienced driver will even know what
kind of obstacles are more likely to appear at which part of the scene, and pay extra attention to these
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Figure 1: Overview of our method. Given an input sequence of images, our method first integrates
the spatial context by building a scene layout model that reasons about the spatial distribution of
obstacles and road region. We then calculate the optical flow of the detected object region in two
adjacent frames, so as to obtain the object position offset between them. The spatial and temporal
contexts are both integrated into the final detection results.

regions accordingly. Therefore, it would be ideal if an object detection method could reason about
the presence of obstacles in a similar fashion.

In this work, we aim to improve state-of-the-art road obstacle detectors with spatio-temporal context.
For example, by analyzing the spatial context, we can discover that the obstacles are usually located
on the road surface and mainly in front of the vehicle. Therefore, we adopt a data-driven approach
to extract the location of obstacles and the road layout from training images to build a scene layout
model, so that our detector can focus more on the objects on the road surface and eliminate the
irrelevant false positives from the background region. In addition, temporal cues are also important
for road obstacle detection. Sometimes, an object is detectable in one frame, but will become
undetectable in the next frame due to adverse factors such as motion blur, illumination changes, or
partial occlusion. Therefore, we could exploit the temporal information in consecutive frames to
further assist object detection. Specifically, we use optical flow [1] to transfer object cues from one
frame to another. We note that, in our case, the obstacles and the vehicle are both moving while
driving. Therefore, when computing the optical flow between the preceding and the following frames,
the flow may be too noisy. Therefore, we propose a method based on object region selection, which
only calculates the optical flow of the region around the detected objects. This not only removes
the complex background, but also reduces the computational complexity. See Fig. 1 for a high-level
overview of our method. The contribution of this work is four-fold:

• We propose to integrate spatial and temporal context into state-of-the-art object detection
algorithms based on deep learning to improve detection accuracy for road obstacles.

• Based on the spatial context of the obstacles and roads, we construct an interpretable and
effective data-driven road scene layout model.

• Based on the temporal context, we track the detected objects via optical flow to assist their
detection in the subsequent frames. In particular, we propose an optical flow calculation
method based on object region selection.

• We empirically demonstrate the superiority of our method over state-of-the-art object
detection methods on the Small Obstacle Detection (SOD) dataset [20] and the Lost and
Found dataset [16].
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2 Related Work

2.1 Object Detection

State-of-the-art methods for object detection are mainly based on Convolutional Neural Net-
works (CNNs). On a broad level, these algorithms can be categorized into two-stage detectors
and one-stage detectors. The two-stage detectors mainly follow the R-CNN [7] pipeline that in-
cludes the object proposal stage and the detection stage. The original R-CNN uses CNNs for object
classification on object proposals generated by selective search [22]. However, it is too slow for
real-time applications due to the repeated computations of convolutional features for each proposal.
Fast R-CNN [6] is faster than R-CNN because it performs feature extraction for object classification
only once for all the region proposals. Furthermore, Faster R-CNN [19] combines object proposal
and classification into an unified model, so as to improve the efficiency of the network and allow
end-to-end training. On the other hand, the YOLO series [9, 17, 18] is a classic example of one-stage
detectors, which frames object detection as a regression problem. YOLO can directly predict the
bounding boxes and the object categories without proposal generation and region refinement, so it is
better suited for real-time applications. In this work, we choose Faster RCNN [19] and YOLOv5 [9]
as our baseline object detectors and explore how to improve their results with spatio-temporal context.

2.2 Spatial Context

Modeling the spatial context for object detection is a well-studied problem in computer vision.
For instance, Zhang et al. [25] construct the temporal and spatial relationship between the object
and the surrounding context through the Bayesian framework. Yao et al. [24] propose a holistic
scene understanding model that simultaneously solve the problems of object detection, segmentation
and scene classification. Wang et al. [23] propose an efficient scene layout aware object detection
method for traffic surveillance. Unlike existing work, we propose a simple but effective method to
construct a scene layout model that is tailored to the task of road obstacle detection. In particular, our
method considers the spatial distribution of both obstacles and road region, which is not adequately
investigated in the literature.

2.3 Temporal Context

There have also been papers on how to exploit the temporal context for video object detection. For
example, Kang et al. [10] propose a deep learning framework to solve the problem of general object
detection in videos by combining temporal and contextual information. Zhu et al. [26] utilize optical
flow to propagate feature across frames to avoid costly feature extraction for non-key frames. Galteri
et al. [5] propose a closed-loop framework that uses the object detection results on the previous frame
to feed back to the proposal algorithm to improve detection accuracy. Again, our approach differs
from these methods as we specifically consider the challenging scenario of road obstacle detection in
autonomous driving, and that we propose a method based on object region selection that limits the
adverse impact of background noise.

2.4 Road Obstacle Detection

In recent years, a lot of work has been done on road obstacle detection. Kyutoku et al. [11] propose
a method based on image subtraction, which mainly uses the difference between the road surface
region of the present and past in-vehicle camera images to detect obstacles. Levi et al. [13] propose to
treat the obstacle detection problem as a column-wise regression problem, and then use CNN to solve
it. Leng et al. [12] present a method that utilizes the U-V disparity map and contextual information to
detect obstacles. Our work differs from the methods above in the sense that we integrate a cross-image
spatial context model of the obstacles and the road into object detection, in addition to the temporal
cues between consecutive frames to more accurately detect objects.

3 Method

In this work, we propose a general framework for integrating the spatio-temporal context into object
detection, and it works with any object detection algorithm that outputs bounding boxes. Firstly, the
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Figure 2: Scene layout construction. We derive data-driven 2D distributions of obstacles and roads
from the training set. (a) Obstacle distribution heat map. (b) Road distribution heat map. (c) The
scene layout obtained by combining obstacle distribution and road distribution.

object detection results are obtained through the detector, and then a spatial context score is calculated
for the position of each bounding box using the scene layout model. This score is combined with the
detection to suppress the false positives in the background. Finally, the object is tracked through the
optical flow, so as to provide additional support for object hypotheses in frames with weaker visual
cues. The overall process is shown in Fig. 1.

More formally, suppose at time t we have an image It as input. Let the object hypothesis be
x ∈ X , where X is the object pose space. To simplify the notation, we assume each hypothesis
is x = (xc, bs, br, o) where xc = (bx, by) is the image coordinate location of the object center,
bs = (bw, bh) a scale, br an aspect ratio and o ∈ O a target class. Note that each x now implies a
bounding box as well. Object detection algorithms define a scoring function SD(x) for each valid
object hypothesis x. For example, in Faster RCNN, this score is usually obtained via a multi-class
softmax score on a convolutional feature map fCNN ,i.e., SD(x) =

exp(fCNN (x))∑
o∈O exp(fCNN (x)) . We propose

an additional scene layout score SL(x) for any given object hypothesis x. The final detection score is
a weighted sum of the two scores:

S(x) = SD(x) + θSL(x) (1)

where θ is a hyperparameter for the relative importance between the two terms.

In addition, as the image of the current frame is It, we define the image of the next frame as I(t+δ).
Likewise, for a given object hypothesis x in the current frame, the bounding box generated by optical
flow tracking in the next frame is denoted as x(t+δ). For the bounding box generated by optical flow,
we define its scoring function in Eqn. 4.

3.1 Scene Layout Construction

We obtain the spatial context information in the road scene by constructing the scene layout, and
then use the obtained contextual information to provide regularization to the detection results. For
the locations with high probability of obstacles, a higher detection score is given, so as to enhance
the confidence of the objects that are difficult to detect on the road. In addition, by modeling the
spatial distribution of roads, we can quickly eliminate the false positives outside the road region.
Therefore, we build the scene layout based on the spatial distribution of both the obstacles and the
road, as outlined below.

3.1.1 Obstacle Distribution

In autonomous driving, the spatial distribution of obstacles shows strong regularity, because we will
usually focus on the objects in front of the vehicle as they potentially affect our driving safety. Due to
the distance of these objects, they may be small and their visual cues may be weak due to motion blur,
illumination, or partial occlusion. Therefore, the detector often gives low confidence for these objects
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Figure 3: An example of road distribution. (a) Obstacle distribution heat map. (b) Road region. (c)
Road distribution obtained by spreading out the obstacle distribution along transverse and longitudinal
directions in the road region.

and they cannot be reliably detected in practice. To address the above problem, we derive statistics
on the distribution of obstacles in the training set. We first obtain all the ground truth bounding boxes
in the training set and take all their center points to obtain a 2D spatial distribution in the form of a
heat map. The results are shown in Fig. 2 (a). The distribution of obstacles in the image shows a
strong regularity, which is mainly concentrated in the center of the image. Therefore, we use this
distribution as prior information to regularize the object detection results.

3.1.2 Road Distribution

In addition, the road distribution is obtained to further assist the construction of the scene layout
model, so that the obstacles in the road can be effectively detected, and the false positives outside
the road region can be appropriately ignored. We note that both the SOD dataset and the Lost and
Found dataset provide road segmentation annotations, so we could easily obtain the road contour in
the training set. To obtain the final road contour, we take several points along the road contour in
each image to obtain an average road contour across multiple images. Since the obstacle distribution
we obtained in the previous step can be unevenly distributed in the road region, here we propose a
method to spread out the obstacle distribution to the entire road region. Specifically, according to the
distribution of obstacles, different weights are given along the transverse and longitudinal directions
in the road region, respectively. The process is illustrated in Fig. 3. It can be seen that for our daily
driving scenarios, the road gradually opens up from far to near, and is roughly in the shape of a
pyramid. Also, we note that it is possible to design more complex road models for diverse driving
scenarios, but the current model is sufficient for the relatively simple road distribution in the datasets
we use in this paper.

3.1.3 Scene Layout Aware Detection

The obstacle distribution and road distribution are added up and then normalized to obtain the final
scene layout, as shown in Fig. 2 (c). Afterwards, we can generate a score SL(x) for each object
hypothesis x using the scene layout. Then we can combine the score of object hypothesis x obtained
from the object detector SD(x) with the scene layout score SL(x) to obtain the final score S(x).
Specifically, the definition of SL(x) is as follows:

SL(x) =

 −1 M(x) < 0.15
0 0.15 < M(x) < 0.6

αeM(x) + b M(x) ≥ 0.6
(2)

Here SL(x) is the scene layout score of object x. M(x) is the score based on the location of object x
in the scene layout that includes both obstacle and road distributions, α is a variable parameter to
adjust the score of the scene layout, and b is a fixed bias value of the scene layout score.
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According to Eqn. 2, we assume that when the score M(x) < 0.15, the object is outside the road
distribution, which is considered a false positive. When the score is 0.15 < M(x) < 0.6, we consider
that the object is within the road region but close to the boundary, so there will be no change to the
detection score. When the score M(x) ≥ 0.6, it is considered that the object appears at a position
that we are most likely to detect the obstacles, and the score is increased accordingly.

3.2 Obstacle Tracking with Optical Flow

Here, we use the Lucas-Kanade (LK) method [1] to calculate the optical flow between two consecutive
frames, and note that other methods may also be used. Specifically, we consider two frames from
time t to t+ δ, in order to achieve the tracking of the detected objects. In general, LK method is
based on the following three assumptions: (1) the brightness of the tracked part of the object in the
scene remains basically unchanged; (2) the motion is relatively slow relative to the frame rate; (3)
adjacent points on the same surface in a scene should have similar motion. In addition, the image
pyramid is introduced to improve its performance. By reducing the size of the image, the moving
speed of the object in the image is relatively reduced, so that the object with faster moving speed can
be tracked with better quality.

While detecting and tracking road obstacles, the assumptions above may not be met due to constantly
changing motion, illumination, partial occlusion, etc. Therefore, instead of calculating the optical
flow for the entire scene, we focus on the vicinity where an object is detected. As such, we can
eliminate the unnecessary distractions from other parts of the scene, as illustrated in Fig. 4. The
specific steps are as follows:

Step 1. The detector is used to detect the obstacles, obtain the detection results of the preceding
and the following frames, and select the detections with scores SD(x) > 0.3 in the preceding frame.

Step 2. To judge whether the detection is missed in the following frame, we define a search area Ar
in the following frame by enlarging the detection bounding box of the detected object. The definition
of the search area Ar is given as:

Ar(x) = (bx, by, αbw + τ, βbh + τ) (3)

where α and β are the adjustment coefficients of the selected area width and height respectively. τ
represents the initial size of the area. Here, α > 1, β > 1, and τ > 0 as we only enlarge the bounding
box to define the search area.

Step 3. If the obstacle is missed in the following frame (i.e., no bounding box for the same obstacle
category within Ar(x)), we crop out the the search area given in step 2 in both the preceding and the
following frames, and obtain image corners in the cropped area using the Shi-Tomasi corner detection
algorithm [21], and select the feature corners located on the detected object.

Step 4. The Lucas Kanade optical flow method is then used to track the feature corners in the
cropped area, in order to obtain the offset of the feature corners in the two frames before and after.

Step 5. We transfer the bounding boxes in the previous frame to the following frame through the
obtained offset. Again, this happens only when the obstacle is missed in the following frame.

3.3 Spatio-Temporal Aware Detection

Based on the spatial and temporal context modeling above, we combine them in the final inference
process. Firstly, the obstacles in the input image are detected by the detector, and then the scene
layout model is used to process the detection results to remove the incorrect detections outside the
road scene distribution, and strengthen the confidence of small or weak obstacles in the road region
(see Sec. 3.1). Secondly, the bounding box of missed detections in the road region is recovered by
obstacle tracking and bounding box transfer (see Sec. 3.2). Finally, in order to avoid false positives,
we calculate the score of the recovered bounding boxes in combination with the scene layout model.
Our final score function is written as follows:

S(x(t+δ)) = S(x)− (λ logM2(x(t+δ)) + b) (4)
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Figure 4: Obstacle tracking with optical flow. The orange dashed box indicates the object area used
to calculate the optical flow of adjacent frames. (a) The yellow and pink lines represent the offset
of the object. (b) The blue box indicates the bounding box overlaid from the preceding frame. The
green box indicates the bounding box obtained by optical flow tracking in the following frame. Best
viewed in electronically, zoomed in.

where S(x(t+δ)) is the score function for object x(t+δ) generated by optical flow tracking. M(x(t+δ))
is the location score of x(t+δ) in the scene layout (see Sec. 3.1). λ is a variable parameter used to
adjust the score of the scene layout model. b is a bias, giving a fixed initial score to the scene layout
model. If the score S(x(t+δ)) < 0.3, we treat the recovered bounding box as invalid and remove it.

4 Experiments

4.1 Datasets

Our experiments are carried out on two public datasets: the Small Obstacle Detection (SOD)
dataset [20] and the Lost and Found dataset [16], for evaluating the efficacy of the method. There are
2927 images in the SOD dataset, including 1937, 530 and 460 images in the training, validation, and
test set, respectively. It comprises of 15 video sequences in total and utilizes a diverse set of small
obstacle instances, and uses different road scenes and different sets of obstacles while recording the
train, val and test sequences. Test split is kept to be most challenging in terms of turns, occlusions
and shadows to better evaluate the generalization ability. The Lost and Found dataset contains images
of small items, such as cargo, wooden strips and toys scattered in the free space in front of the car.
Among them, training set and test set contain 1036 and 1068 images.

4.2 Implementation Details

In this work, we use Faster RCNN [19] and YOLOv5 [9] object detection algorithms as our baselines.
We use their latest implementations in PyTorch without any changes. In the Faster RCNN algorithm,
we use ResNet-50 [8] as the backbone network, SGD as the optimizer, and use a minibatch size of 8.
A total of 30 epochs were trained. The learning rate starts from 0.006, and the learning rate decreases
to one-third of the original every 5 epochs. We also use the ImageNet [3] pre-trained model for
network initialization. In addition, we use feature pyramid networks (FPN) [14] in order to learn high
quality multi-scale feature representations. In the YOLOv5 algorithm, we use the yolov5l6 network
structure, and use the MS-COCO [15] pre-trained model to initialize the network weight. SGD is
used as the optimizer, and the minibatch size is set to 8. A total of 100 epochs are trained, and the
epoch with the best validation results is selected. In addition, for the search area in Eqn. 3, we set
α = 2, β = 3, τ = 30 and τ = 40 for SOD and Lost and Found, respectively.
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4.3 Experimental Results

4.3.1 Metrics

Following common practice [4, 15], we use average precision (AP) to evaluate the detection algorithm.
Specifically, true positives (TP) represent the number of positive objects correctly detected, false
positives (FP) represent the number of background regions incorrectly marked as objects, false
negatives (FN) represent the number of positive objects not detected, and recall and precision are
calculated according to Eqns. 5 and 6.

Recall =
TP

TP + FN
(5)

Precision =
TP

TP + FP
(6)

Given recall and precision at varying detection score thresholds, we could plot the precision-recall
curve of the test results, and the average accuracy (AP) represents the area between the curve and
the coordinate axes. In addition, we evaluate results computed at varying Intersection over Union
(IoU) [4] thresholds, i.e., AP values at 50%, 75% IoU and the average of AP from 50% to 95% IoU
(at 5% IoU interval) as the evaluation metrics.

4.3.2 Results

Taking Faster RCNN and YOLOv5 as our baselines, the experimental results obtained by adding the
scene layout model (SL), the obstacle tracking with optical flow (OF) and the combination of the two
methods are shown in Table 1.

Table 1: The ablation study on SOD dataset. SL: Scene layout. OF: Optical flow tracking. Note that
our method improves performance both the Faster RCNN and the YOLOv5 baselines.

Method AP50 AP75 AP APS APM APL
Faster RCNN 48.4 21.8 24.6 22.8 57.3 23.3
Faster RCNN+SL 50.9 22.2 25.3 23.1 59.9 23.3
Faster RCNN+OF 49.8 22.0 25.0 23.0 57.5 23.3
Faster RCNN+SL+OF 52.6 22.1 25.7 23.4 60.1 23.3
YOLOv5 57.8 27.7 30.7 29.3 57.7 27.3
YOLOv5+SL 58.3 27.8 30.9 29.2 57.9 27.1
YOLOv5+OF 58.9 27.9 31.1 29.4 58.2 28.9
YOLOv5+SL+OF 59.4 27.7 31.2 29.6 58.1 27.9

Taking AP50 as an example, the average precision is increased by 2.5% and 1.4% when the scene
layout (SL) model and object tracking with optical flow (OF) method are used separately with
Faster RCNN, which demonstrates the efficacy of the two methods. Combining these two methods
provides a significant improvement by 4.2%. For YOLOv5, the scene layout model provides a
modest improvement of 0.5%. However, object tracking with optical flow provides a considerable
improvement of 1.1%. Combining these two methods provides the largest improvement of 1.6%. We
also present some qualitative results in Fig. 5, which clearly show that our method is able to eliminate
false positives while being able to detect distant obstacles with weak visual support.

In addition, due to the much larger time interval between adjacent image frames in the Lost and
Found dataset, the temporal smoothness between two adjacent frames is poor. Therefore, in this
dataset, we only use the scene layout model. The quantitative results we obtained are summarized in
Table 2. It can be seen that AP50 is increased by 0.9% when the scene layout model is used. We
also show some qualitative results in Fig. 6, demonstrating the ability of our method to remove false
positives, while boosting the scores of obstacles in the scene layout detected by Faster RCNN.

The computational efficiency of our method is also acceptable for practical applications. Taking
the baseline Faster RCNN algorithm on SOD dataset as an example, the average inference time per
image is about 61ms on a single nVIDIA RTX 3080 Ti. The inference time does not change when
we introduce the spatial context, as the parameters in the scene layout model can be calculated in
advance and used directly in the inference phase. Then, with the optical flow tracking added, the
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Figure 5: Example detection results on the test set of the SOD dataset. Columns: GT: Input image
with ground-truths overlaid. Faster RCNN: Detections with Faster RCNN. Faster RCNN+SL+OF:
Detections with Faster RCNN+Scene Layout+Optical Flow. YOLOv5: Detections with YOLOv5.
YOLOv5+SL+OF: Detections with YOLOv5+Scene Layout+Optical Flow. Red boxes are false
positives, green boxes are true positives. Detection score threshold is 0.05. Best viewed electronically,
zoomed in.

Figure 6: Example detection results on the test set of the Lost and Found dataset. Columns:
GT: Input image with ground-truths overlaid. Faster RCNN: Detections with Faster RCNN.
Faster RCNN+SL: Detections with Faster RCNN+Scene Layout. Red boxes are false positives,
green boxes are true positives. Detection score threshold is 0.05. Best viewed electronically, zoomed
in.
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Table 2: Results with and without scene layout model on Lost and Found dataset.

Method AP50 AP75 AP APS APM APL
Faster RCNN 65.4 39.9 38.3 28.7 52.0 67.0
Faster RCNN+SL 66.3 40.4 38.7 28.8 52.7 67.9

processing time increases to 89ms per image. It should be noted that because we adopt the optical
flow calculation method based on region selection to eliminate unnecessary computations in a large
part of the image, the additional computational budget for the temporal context is reduced to only
28ms per image.

Based on the analysis above, both the spatial context and the temporal context improve final detection
performance when used alone, and their combination produces the best detection results. These
results validate the efficacy of the proposed method.

5 Conclusion

In this paper, we propose a novel method to detect road obstacles by integrating the spatial and
temporal context. Specifically, we derive the spatial distribution of obstacles and the road with a
data-driven approach to build a scene layout model, and propose an obstacle tracking method based on
optical flow and object region selection to encode temporal smoothness while suppressing the adverse
impact of background noise. Our experiments show significant improvements in object detection
accuracy compared to state-of-the-art baseline detectors. As a general framework for spatio-temporal
context modeling, our method can work with other object detection algorithms not mentioned in this
paper. In the future, we plan to further integrate spatio-temporal context modeling into deep models
to allow for end-to-end training of a unified model.
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