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Abstract. Visual object tracking under challenging conditions of motion and
light can be hindered by the capabilities of conventional cameras, prone to pro-
ducing images with motion blur. Event cameras are novel sensors suited to ro-
bustly perform vision tasks under these conditions. However, due to the nature
of their output, applying them to object detection and tracking is non-trivial. In
this work, we propose a framework to take advantage of both event cameras and
off-the-shelf deep learning for object tracking. We show that reconstructing event
data into intensity frames improves the tracking performance in conditions under
which conventional cameras fail to provide acceptable results.
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1 Introduction

Object tracking is a widely studied problem in the field of robotics. With the develop-
ment of neural networks which can perform object detection in real-time, trackers-by-
detection have become of interest. The use of neural networks for detection provides
new application opportunities, due to their flexibility in recognition of objects and the
lack of markers attached to the targets. However, the development of robotic applica-
tions featuring highly dynamic environments and other challenging aspects needs vi-
sion sensors able to produce clear images in these conditions. Conventional cameras
are prone to producing images affected by motion blur or exposure issues, which can
cause the failure of the detection task. Other requirements such as a high frequency of
the information might be needed as well.

Event cameras are novel vision sensors that show great potential for robotic ap-
plications. They asynchronously capture light intensity changes in each independent
pixel, rather than a full image of absolute intensity, resulting in a stream of events as
the output. Due to their low latency, high dynamic range and robustness to motion blur,
they are able to capture more information in challenging conditions of motion and light
where conventional cameras fail to produce clear images. Additionally, these sensors
reduce communication bandwidth and storage compared to conventional cameras since
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information is only transmitted when events occur [1]. Despite this, the use of event
cameras for computer vision applications is not trivial, given the nature of their output.
Note that events are caused by the relative motion between the elements of the scene
and the camera. Thus, extracting relevant information is challenging, especially when
the camera moves, since events are caused by both the target and the background. More-
over, traditional vision algorithms generally take absolute intensity images as an input,
so an adaptation is needed to use them on events.

Several works have tried to apply deep learning for object detection and tracking
tasks on event data. One approach relies on conventional frames taken simultaneously
with the stream of events. In [2]], [3], [4], events are fed alongside frames to a convo-
lutional neural network (CNN) to identify the object using information from both do-
mains. Event data is used in [5] to speed up the performance of the frame-based tracker,
applying a CNN only on regions of interest located using events. In [6]], inter-frame
events are assigned to bounding boxes detected on the frames and used to compute op-
tical flow. This combined approach improves the performance of frame-based trackers,
but relying solely on conventional frames for the detection task might fail when the
images show issues like motion blur, and events often need to be grouped according to
the frequency of the frames.

Other works have adapted frame-based detection neural networks to take event data
as the only input. A tailor-made model is proposed in [7], while in [8], [9] existing
architectures are retrained. In these works, events are grouped into temporal windows
and arranged into pseudo-images that show a dense representation of events. However,
the representation of an object in the event domain can change greatly according to
the temporal window and the amount of events happening at every point in time. In
[7], (8], the windows used are in the range of 30 to 100 ms, meaning that information
would be obtained at a slower frequency than with conventional cameras. In addition,
the temporal window has to be taken into account during training, as it is pointed out in
(8.

Finally, an issue for both of these approaches is the scarcity of readily available,
large labelled event datasets to train the networks for object detection. This also makes
comparisons harder, since each approach is tested on an ad hoc dataset.

Recent works have proposed to reconstruct absolute intensity images from event
data with neural networks. In [10], the E2VID neural network is able to produce a
sequence of grayscale frames from an event stream, by using recurrent convolutional
layers to remember relevant past information from the events. The reconstructed frames
are tested for object classification and visual-inertial odometry, showing its usefulness
for these tasks. In [[L1], FireNet is proposed based on E2VID, with a smaller size allow-
ing it to run faster while producing frames of comparable quality in most cases. Despite
this, to the best of our knowledge, this method has not been studied in the context of
object tracking.

Motivated by this discussion, we propose an event-based tracker-by-detection, which
reconstructs intensity frames from events and applies a frame-based neural network de-
tector, followed by a multi-rate state estimation stage. As contribution, we show that
by dividing the problem of detection on events into image reconstruction from events
and detection on intensity frames, we can exploit the advantage in perception of the
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Fig. 1. (a) Proposed framework for target tracking using a moving event camera. (b) The sensor
captures a stream of events, that is partitioned into tensors. (¢) An E2VID network reconstructs
intensity frames from the event tensors. (d) A YOLO detector produces a measurement of the
target position that is fed to a multi-rate Kalman filter in order to estimate the target’s state (e).
Finally, the results are evaluated (f).

event camera while bypassing common issues of event-based approaches, such as the
need for labelled event data and the effect of the event window at the training stage
of the detector. The tracker is tested on scenes with ego-motion of the camera and
challenging object motion and light conditions, where conventional cameras typically
perform poorly. The tracker produces estimates at high frequency at an asynchronous
rate, adapted to the dynamic characteristics of the scene.

2 Framework

2.1 Problem Statement and Summary of the Proposal

In this work, we study the following problem. Consider a scene containing targets of
interest, an event camera, and possibly additional dynamic elements in the scene not
related to the target, as depicted in Fig.[T}(a). Moreover, we are interested in situations
in which both the targets and the camera move, so events are caused by the background
elements as well as the relevant targets. For simplicity, we now define the parameters
of the problem and our framework for a single target. Nevertheless, our approach can
be extended to multiple object tracking in the same way as traditional frame-based
trackers-by-detection, by implementing association and re-identification strategies ac-
cordingly. Let the position of the target projected into the image plane of the event cam-
era be [z(t),y(t)]" € R? for ¢ in an interval of interest [0, 7). Motivated by mobile
robot tracking tasks, we want to obtain an estimate of the target position [x(t), y(t)]7 as
well as its velocity [v,(t), v, (¢)]T forany ¢ € [0, 7] by an online object tracking strat-
egy. This is, the estimates obtained at ¢t € [0, TY] are produced using events recorded
before ¢. As described in Fig. [T} our proposal uses an image reconstruction neural net-
work fed by events to create absolute intensity frames. In a later step, an object detection
network is used to locate the object within the reconstructed frame. Such detection is
used as a measurement in a multi-rate Kalman filter in order to obtain a full estimate of
the state of the target with a measure of its uncertainty.

2.2 Image Reconstruction

Similar to [10]], the asynchronous stream of events is processed by creating consecutive
spatio-temporal voxel grids. The stream of events is partitioned into sequential groups
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of events e, = {e} Y% where i contains a timestamp ¢}, the pixel coordinate and
polarity of the recorded event. Note that a group of events e spans a time interval of
length AT}, = tg Rl t? that may not be constant. As described in more detail in
[LO], the group of events e is converted into an event tensor E;. We group events
into windows of a fixed amount of events, i.e. a fixed value of N, = N,Vk > 0 is
chosen. Hence, given that events represent changes and motion in the scene, we create
a new reconstruction only when a sufficient amount of events has happened. Therefore,
no redundant images are produced regardless of the time that has passed. We find that
this method provides the best results, in contrast to producing reconstructed frames at
a fixed temporal rate, since it allows the frequency of the reconstruction to adapt to
the dynamics of the scene. In order to make the event window size agnostic to sensor
dimensions, we refer to it by its number of events per pixel n, which is the number of
events per window N divided by the sensor size.

The information registered in the event tensor Ej is reconstructed into an absolute
intensity image I, by using E2VID, a recurrent neural network that takes event data as
an input and produces grayscale frames. We propose this network over FireNet [[11] for
its better quality when reconstructing scenes under fast motions, in order to preserve
a good performance in highly dynamic environments. The time instant associated with
Ej; is the timestamp of its last registered event, denoted as ¢ := t]kv »~1_ Therefore,
the time interval between two consecutive reconstructions, I and Iy, is given by
Aty = tpp1 — ty.

2.3 Object Detection

A frame-based detection neural network has been used on the reconstructed frames,
in order to obtain a detection measurement z;, of the coordinates of the target in the
reconstructed frame I,. The YOLOVS network [12] has been chosen for its fast and
real-time detection. By using this method, the detection of the target can be achieved
without being restricted to specific settings and easily recognizable targets. We use an
available pre-trained model of the YOLO network, with no adaptation for this particular
case. Note that the detector is trained on conventinal frames, which makes its training
independent of the event window used afterwards. That being said, event cameras typi-
cally have low resolution, so the performance of the detection network could be further
improved by training it on low resolution frames.

The measurement zj; is computed as the image coordinates at the center of each
detected object bounding box. Ideally, the detector would produce a correct detection
of the object on every frame in the sequence. However, false positives and missed de-
tections can be produced. In case of having more than one candidate bounding box for
the same frame, the one with the highest confidence score is selected.

2.4 Tracker

The goal is to estimate x(t) = [x(t), y(t), v, (t), vy ()] forall t € [0,TY], i.e. during
the whole experiment and not only when measurements are available. Thus, we model
the double integrator continuous-time dynamics as a sampled-data system [[13, Chapter
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4.5]:
x(tT) = F(tt —t)x(t) + G(tT —t)w(t), tT >t
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where w(t) = [as(t),a,(t)]T is a normal random variable with cov{w(t)} = Q €

R?*2 modeling unknown inputs, disturbances and non-modeled dynamics. In addition,
assume that x(0) is normally distributed with mean X and covariance P,. Hence, let-
ting X 1= X(tk),Wk = W(tk), Fy, = F(Atk), Gy = G(Atk), aswell ast = t;, and
t+ =t 1, a discrete-time model is obtained from (:

Xpt1 = Fpxp + Gpwy, k>0
Additionally, we consider the detection measurements zj to be modelled as

zr = Hxp +vi, H= |:1000:|

0100

where vy is the measurement noise following a normal distribution with zero mean

and cov{vy} = Ry as an abstraction of the quality for the detection framework.
Using this model, a multi-rate Kalman filter is used to construct a causal estimate
X = E{xk|20, . .., 2y} for the process {xy } ,>¢ with error covariance P, = E{(x; —

%) (xr —Xx)T}. As usual, the estimate Xy, is computed recursively by using prediction
and measurement update stages [[14]]:

Rppj—1 = FrXp—1
Pyjr—1 = lkak—leT + GrQGY

Lk :PklkleT(HpklkleT“‘Rk)_l (2)
Xy =Rpp—1 + Lr(ze — HRyp-1)
P, =~ LyH)Pyp

Since a new measurement is obtained only when a certain amount of events NV, =
N is reached, the tracker updates its estimate asynchronously. Similarly, an estimate
x(t) = E{x(t)|z0, . ..,z } with P(t) = E{(x(t) — x(¢))(x(t) — %(¢))T} is available
forall t € [tg,tk+1) as
X(t) = F(t — te)Xi

P(t) = F(t —tp) P F(t — ;)T + Gt — t))QG(t — t3,)T @)

Algorithm [I| summarizes the steps required to implement the proposed pipeline.

2.5 Evaluation Metrics

In order to evaluate our event-based tracker versus a baseline conventional frame-based
one, we establish some metrics to measure performance when estimating the state of
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the target object within ¢ € [0, T}]. First, note that an analogous estimation for x(¢)
can be performed for the conventional frame-based setup by using (2), (3) and setting
Aty = 1/ f,., where f, is the fixed frame rate of the camera. The goal of these metrics is
to capture the fact that estimations for ¢ € [0, T'] must be obtained, whose uncertainty
may increase between measurements. In addition, we evaluate the performance for any
t € [0,Ty] for the sake of fairness, since estimations for our tracker and the baseline
may not fall in the same time instants. Hence, we first evaluate the confidence of the
estimator under the assumption that the target follows (I)), such that the estimate (3) is
unbiased. In this case, we evaluate the expected accumulated mean-squared error in an
interval [t,t7],0 <t <t¢T < Ty as:

Exlt,t) = E{Hitljnﬂﬂ—&ﬁm%%n:¢ﬁitl w(P(r))dr
@

In practice, the target might not follow the model in (I exactly, since Gaussian as-
sumptions on vy, w(t) may not hold. However, in some cases an unbiased groundtruth
signal zy(t) = E{Hx(t)} is available for evaluation. In these cases, we can evaluate
the estimation with the following as well:

1 t*
Eult,tT) = \/t+ —3 /t [Zg(7) — HX(7)|*dr ®)

Note that £x(0,T), 4 (0, Ty) evaluate the performance during the whole interval of
interest [0, Tf]. However, when comparing a conventional frame-based estimation and
an event-based one, the first measurement might not be available for both of them at the
same time, due to the different frame-rates used and to possible missed detections. For
the sake of fairness, it is beneficial to evaluate Ex (T, T'f), Ext(Ts, Ty) after some time
0< T, <Ty.

3 Experiments

The experiments have been performed on sequences from the VisEvent and Event Cam-
era datasets [4]], [[15], which provide paired conventional frames and event data captured

Algorithm 1: Event-based tracking algorithm
k<0
For any ¢ € [0, T¥]
if N new events were captured then
Construct tensor Ej, from events ey ; Reconstruct I, from Ey; Detect zy on Ix;
Compute Xy, using X;_1 and z, as in @]}; k< k+1,t <t

else
| Compute X(t) using Xy, for t > ¢, as in (3)
end
end;
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Fig. 2. Event representation (fop) and reconstructed frames (bottom) with different values of V.
The reconstructed frame remains clear for a wide range of values.

with a DAVIS camera, as well as groundtruth annotations for the frames in the VisEvent
dataset. The sequences include challenging conditions such as fast motions, low light
and high dynamic range. They also feature background events due to camera motion.
First, we test the image reconstruction. We then evaluate the object detection task on
the frames reconstructed from events. Lastly, we show tracking experiments by using
the full pipeline proposed in Sect.[2] The following experiments can be reproduced by
using the code available at https://github.com/ireneperezsalesa/event_tracking.

3.1 Image Reconstruction

Recall that reconstructed frames are created from event data by grouping events into
windows of a fixed event size N. This parameter influences the quality of the recon-
structed frames, thus affecting the performance of the algorithms that use these frames
as their input. Figure [2| shows a comparison of the event representation and the recon-
structed frames obtained with different values of V. When the chosen value is extremely
small, the image becomes faded, while some blurriness or warping may occur for val-
ues that are too large. However, it can be seen that, for a wide range of values of event
window sizes, the reconstructed frame remains similar in quality. Therefore, /N does
not need a very precise adjustment to ensure a reconstruction that properly captures the
scene. Additionally, the representation of objects in the domain of absolute intensity
is less affected by the window size than in the event domain. In particular, the recon-
structed frame may retain more information for small windows.

3.2 Detection

The performance of the object detection network on the reconstructed frames is also
evaluated. Event cameras are expected to perform better than conventional ones on
scenes with fast motions and challenging light conditions as in the examples shown
in Fig. [3| Note that reconstructed frames allow the detector to identify the objects that
have become indistinguishable on the conventional ones. To compare the quality of
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Fig. 3. Comparison of detection with conventional frames (a, ¢) and reconstructed ones (b, d).
The latter show clearer images, allowing detection of objects that are unrecognizable on the first.
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Fig. 4. Detection quality at different values of event windows for the reconstructed frames, com-
pared to baseline detection on conventional ones. Compared to conventional frames with no mo-
tion blur, the reconstructed frames show a slightly lower detection quality. When motion blur is
present in conventional frames, the reconstructed ones are able to show a clearer image that allows
to detect the object, achieving a much higher recall rate. Precision is still lower for reconstructed
frames, but note that this metric is computed only on the images with found detections.

detection with YOLO on reconstructed frames to a baseline detection on conventional
ones, precision and recall metrics were computed as

TP TP

TP + FP’ TP +FN

where TP is the number of true positives, FP the amount of false positives and FN the
number of false negative detections. A true positive is considered for detections of the
correct class and Intersection over Union loU > 50%. Since the timestamps of the re-
constructed frames don’t necessarily match the groundtruth annotations, the bounding
box labels have been interpolated. In cases where the dataset provides RGB conven-
tional frames, they have been converted to grayscale for a fair comparison. As events
can be grouped into windows of different sizes to produce reconstructions, the metrics
were computed for several values of events per pixel n, in order to check its influence
on the detection task. It is worth noting that the error in detection is partly due to the
YOLO network itself. The quality of the detection varies with the object class, espe-

Precision = Recall =
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Fig. 5. Detections with the baseline method and our proposal for a temporal sequence with motion
blur. Our proposal provides more information about the location of the target: there are 83 correct
measurements, while the baseline produces 6.

cially given that we are working with low resolution, grayscale images. For this reason,
we are comparing the detection on the reconstructed frames to a baseline detection with
the YOLO network on grayscale conventional frames of the same resolution.

Figure [da] shows the precision and recall values on sequences that show little to no
motion blur. Generally, reconstructed frames are not as sharp as conventional frames.
Thus, the quality of detection on the reconstructed frames is slightly lower than that of
conventional ones for this case. The detection quality metrics have also been computed
on a sequence that shows strong motion blur on the conventional frames. Figure [4b]
shows that the reconstructed frames are then able to achieve much higher recall values
than conventional ones, i.e. less missed detections are produced due to the improvement
in image quality. The precision stays lower for the reconstructed frames, since this met-
ric only takes into account the images for which detections are produced. In the case
of conventional frames, detections are found on 11.29% of the images, the ones with
negligible motion blur. In contrast, for reconstructed images, detections are achieved on
74.38% of the frames, even though they may contain some false positives. Note that the
quality of detection drops for event window sizes for which suboptimal reconstructed
frames are produced. Additionally, the asynchronous nature of events allows to pro-
duce reconstructed frames at higher frequencies than conventional cameras, meaning
that a larger amount of information about the position of the target can be obtained for
the same temporal sequence. Figure [5] shows the detections on a sequence with strong
motion blur on most of the conventional frames. Even though some false positives are
obtained with our proposal, the amount of true positives is vastly superior than for the
baseline detection, which provides no information for a large amount of time.

3.3 Tracking

The proposed tracker has been tested to estimate the position of a target on several
sequences with camera motion, and its performance has been compared to a baseline
tracker that uses the conventional frames provided by the dataset. The annotations in-
cluded in the VisEvent dataset have been used to produce the groundtruth zg(t), by
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Fig. 6. Estimate of the target position on a sequence with no motion blur. The covariance error is
lower for our tracker, even though both produce a similar mean estimate.
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Fig. 7. Estimate of the target position on a sequence with strong motion blur. Our tracker is able
to produce a significantly more accurate estimate of the position of the target than the baseline
tracker using conventional frames, showing that we successfully take advantage of the event
camera for challenging visual conditions.

interpolating the center position of the bounding boxes to obtain values for the whole
interval of interest ¢ € [0, T].

First, we test both trackers on a sequence that shows no motion blur or other is-
sues on the conventional frames. The results can be seen in Fig. [f] (the estimates are
plotted with three standard deviations) and Table [T} which shows the estimation error
values obtained with both options, computed according to @) and (5). For this case,
both trackers are able to similarly estimate the location of the target. However, due to
the fact that reconstructed frames can be produced at higher frame-rates, the tracking
uncertainty measured by the covariance of the estimation error is lower for our tracker,
since obtaining more frequent measurements diminishes the uncertainty of the estima-
tion.

The usefulness of our event tracker is truly seen in sequences that are highly dy-
namic or have other attributes that make the images captured by a conventional camera
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Table 1. Estimation errors for two sequences. When no motion blur is present, the error covari-
ance is lower for our tracker, even though both trackers produce a similar mean estimate. For a
sequence with strong motion blur, our tracker shows lower error values.

No motion blur Motion blur
Baseline tracker ~ Our tracker  Baseline tracker  Our tracker
Ex (px) 56.05 48.17 114.02 45.81
Egt (PX) 14.64 17.35 145.84 51.33

unclear. For example, Fig. [/ shows the estimation results for a sequence with strong
motion blur on the conventional frames, making detection impossible in most cases.
This produces a poor estimate: since there are very few available measurements to cor-
rect the Kalman prediction, the filter relies too heavily on the process knowledge, and
the covariance of the estimation error P increases greatly. Our tracker is able to pro-
duce a better estimate of the target location. Since the reconstructed frames provide a
clearer image of the scene under these extreme motion conditions, we are able to ob-
tain more measurements of the target’s position, thus reducing the error and uncertainty
of the estimation. Additionally, note that there is an initial period for the conventional
frames where no measurements are being obtained due to the blurriness of the images,
while the detector is able to locate the object in the reconstructed frames at that time.
Table [T] also includes the values of the evaluation metrics for this sequence, showing
the better performance of our tracker versus the baseline. For both error metrics, our
proposal achieves much smaller values of error. The metrics & (7, Ty) and Eq (T, T')
were computed from the time 7 since the object is first detected in each case.

3.4 Timing Performance

So far, we have shown the advantages of using reconstructed frames from events in the
context of visual object tracking. Another aspect to take into account is the additional
latency that creating a reconstruction introduces. For the tracking experiments presented
above it has been considered that, in order to estimate the state of the target at time k,
the measurement zy, is available. Actually, obtaining the measurement comes with the
temporal cost of creating a reconstruction and applying the detection network on it to
locate the target. Since this time interval is constant for every measurement, the result
is that all estimates are delayed a fixed amount of time. In our case, both the recon-
struction and the detection task take about 10 ms to complete on a GeForce GTX 1080
Ti/PCle/SSE2 GPU, resulting in a 20 ms delay from the moment that the event tensor
is created. The experiments have been done on pre-recorded sequences of events, so no
limitation to the size of the event windows has been applied, other than using a value of
N that is appropriate for obtaining clear results. In an application with events being pro-
cessed as the camera captures them, our tracker would be able to handle an incoming
stream of events in intervals as small as 10 milliseconds, by running the reconstruc-
tion and detection networks in parallel on our GPU, producing output estimates of the
location of the target at a frequency up to 100 Hz. However, these considerations are
largely dependent on the hardware that is used. The performance could be improved by
implementing the tracker on hardware optimized for inference using neural networks.
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Also, note that the event window size may need to be taken into account in a global
comparison of latency between different approaches: methods that are applied directly
to event data sometimes group events in larger windows (30 - 100 ms in [7], [8])), since
the sparse event representation may not contain enough information in small windows.

4 Conclusions

We have presented a framework to breach the gap between events and deep learning
for object detection and tracking applications. A detection-based object tracker that re-
lies solely on event information has been implemented, by reconstructing images from
events via an E2VID network and then performing detection with a YOLO neural net-
work. It has been shown that this framework maintains the advantages of event cameras:
the event tracker shows a superior performance to conventional frames in scenes where
fast motions or challenging light conditions are present, where conventional cameras
are not able to produce clear images for detection.
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