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Abstract. The connectional brain template (CBT) captures the shared
traits across all individuals of a given population of brain connectomes,
thereby acting as a fingerprint. Estimating a CBT from a population
where brain graphs are derived from diverse neuroimaging modalities
(e.g., functional and structural) and at different resolutions (i.e., number
of nodes) remains a formidable challenge to solve. Such network integra-
tion task allows for learning a rich and universal representation of the
brain connectivity across varying modalities and resolutions. The result-
ing CBT can be substantially used to generate entirely new multimodal
brain connectomes, which can boost the learning of the downs-stream
tasks such as brain state classification. Here, we propose the Multimodal
Multiresolution Brain Graph Integrator Network (i.e., M2GraphlIntegrator),
the first multimodal multiresolution graph integration framework that
maps a given connectomic population into a well-centered CBT. M2GraphlIntegrator
first unifies brain graph resolutions by utilizing resolution-specific graph
autoencoders. Next, it integrates the resulting fixed-size brain graphs into
a universal CBT lying at the center of its population. To preserve the
population diversity, we further design a novel clustering-based training
sample selection strategy which leverages the most heterogeneous train-
ing samples. To ensure the biological soundness of the learned CBT, we
propose a topological loss that minimizes the topological gap between
the ground-truth brain graphs and the learned CBT. Our experiments
show that from a single CBT, one can generate realistic connectomic
datasets including brain graphs of varying resolutions and modalities.
We further demonstrate that our framework significantly outperforms
benchmarks in reconstruction quality, augmentation task, centeredness
and topological soundness.
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1 Introduction

Modern network science opens new frontiers of representing the complex func-
tionality and structure of biological systems by analyzing the intercommuni-
cation within their fundamentals [1]. The wealth of technological advances in
the field of neuroscience paves the way for gathering massive and high-quality
biological datasets such as Human Connectome Project [2], Southwest Univer-
sity Longitudinal Imaging Multimodal (SLIM) Brain Data Repository [3] and
UK Biobank [4] using different magnetic resonance imaging (MRI) modalities
including functional, structural T1-weighted and diffusion MRI. Representing
such connectomic datasets using graphs (i.e., networks) aims to reveal the com-
plex interconnections between brain regions. More specifically, each brain graph
allows to investigate particular connectivity patterns and functionalities of the
brain elements, where each anatomical brain region of interest (i.e., ROI) is
represented with a node and the biological connectivity between two ROIs is
represented by weighted edges [5,6,7]. Using graphs that are derived from such
rich multimodal datasets serves as an exemplary tool for examining the human
brain structure and state [8,9] by mapping the brain wiring at the individual
level.

In addition to fingerprinting the brain of an individual, graph representations
allow for mapping brain connectivity at the population level, thereby distin-
guishing between contrasting states (e.g., healthy versus unhealthy) of different
populations. Emerging studies focused on learning how to integrate a set of
unimodal single-resolution brain graphs into a single connectome (i.e., connec-
tional brain template) that encodes the shared traits across the individuals of the
population [10,11,12]. Despite their overwhelming success, existing methods [13]
are not particularly designed to handle multimodal multiresolution connectomic
datasets, which, if solved, can pave the way for holistically detecting anoma-
lies and abnormalities across varying brain networks. Specifically, generating a
universal connectional brain template (i.e., CBT) from a multimodal multiresolu-
tion connectomic population remains an uncharted territory [13]. By mitigating
such a challenging issue, a single compact representation, from which one can
span new multimodal multiresolution brain graph populations for data augmen-
tation [14,15], can be learned to reveal typical and atypical alterations in the
brain connectome across modalities and various individuals. One can also lever-
age the universal CBT for graph augmention to alleviate clinical data scarcity
[16,17,18,14] in classification and regression tasks [19,20,21,22,23].

Related work. Existing works tailored for graph integration or fusion in
general are limited to training on unimodal, single-resolution brain networks
[24,10,11,12]. For example, based on message passing between the neighbors of
a particular node, similarity network fusion (SNF) [24] learns how to integrate
a set of biological graphs by diffusing the local connectivity of each individual
graph across the global connectivity of all samples in the population in an iter-
ative manner. Still, such method cannot handle multiresolution graphs as well
as heterogeneous samples drawn from multimodal distributions. Later on, [10]
proposed a novel method for estimating a CBT (also termed with brain network



atlas) over a population of brain networks which are derived from the same
modality by exploiting diffusive-shrinking and fusing graph techniques. How-
ever, the mathematical formalization of the proposed graph diffusion and fusion
method is not capable of handling multigraph population, where each sample is
represented by a set of graphs. To remedy the lack of methods for multigraph
data integration, where a multigraph allows for multiple edges connecting two
nodes, [11] introduced a novel approach for multi-view graph construction. How-
ever, such method utilizes disparate learning modules that learn independently
without any feedback mechanism between them; as such the errors accumulate
throughout the dichotomized learning pipeline. To address this issue, [12] intro-
duced Deep Graph Normalizer (DGN) framework, the first graph neural network
that integrates a population of fixed-size multigraphs in an end-to-end learnable
way. Although compelling, DGN is limited to aggregating the information only
across multi-view brain graphs with a fized resolution. Besides, it relies on a
random sampling technique to generate CBTs, which is agnostic to data hetero-
geneity. Moreover, DGN uses edge-conditioned convolution, which is not fun-
damentally tailored for easing the memory consumption, thereby undermining
the population representative CBT estimation for large-scale graph populations.
Other related works [25,26] focused only on integrating single-resolution brain
network populations for disorder profiling and CBT learning. We note a few
works that were also dedicated to brain graph super-resolution [27,28,29], which
primarily aimed to generate brain graphs across different resolutions rather then
integrating them.

To address all these limitations, we propose Multimodal Multiresolution Graph
Integrator (M2Graphlntegrator) Network, the first framework for integrating a
population of multimodal multi-resolution brain networks into a centered and
representative CBT. Tapping into the nascent field of GNNs, we design a set
of resolution-specific autoencoders to map a given population of brain networks
of different resolutions derived from multiple modalities to a shared embedding
space. Next, given the learned embeddings, we generate the CBT through the
integrator network, which is an architecture specialized in learnable embedding
integration. To train our framework, we design a novel CBT centeredness loss
that ensures the heterogeneity of training samples via clustering. As such, the
selected training samples from different clusters represent each and every distri-
bution present in the input graph population. In that way, our estimated CBT
can capture the connectivity patterns across all subjects in a diverse population.
Furthermore, to preserve the brain graph topology in the integration process, we
propose a novel topology loss which aims to minimize the topological gap between
the ground-truth and the reconstructed brain graphs in terms of node strength,
a measure quantifying the local hubness of each brain node (i.e., anatomical
region of interest).
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Fig. 1: Overview of the proposed Multi-modal Multi-resolution Graph Integrator
(M2GraphlIntegrator) architecture for estimating a centered connectional brain
template from a given population. (A)) Multi-modal multi-resolution brain
network representation. We represent each subject in the population by mul-
tiple connectivity matrices, each denoted by X7 € R"™*"+ (B) Subject-
based CBT generation. Our framework consists of 3 co-learning modules:
the resolution-specific graph autoencoders, the self-mapper and the integrator.
We generate the subject-based CBT by integrating the feature vector embed-
dings Z" of each encoder and the self-mapper. (C) Subject-specific loss
calculation. For each subject s, we calculate both reconstruction and topolog-
ical losses using the whole training set. As for the CBT centeredness loss, using
clustering we select a heterogeneous subset of training samples against which we
evaluate the centeredness of the learned subject-specific CBT. (D) Universal
CBT generation. To capture the most centered connectional patterns across
all subjects, we feed each brain multigraph through our trained model to gen-
erate subject-based CBTs. Next, we perform element-wise median operation to
estimate the universal CBT. To simplify the illustration, we denote the encoder
E"K by ET% and D'K by D'K.

2 Proposed Method

In this section, we present the main steps of our CBT estimation framework from
multimodal multi-resolution brain networks. Fig. 1 provides an overview of the
key three steps of the proposed framework: A) representation of multimodal and
multi-resolution brain networks in a population, B) generation of subject-based
CBT, C) subject-specific loss calculation, and D) estimation of the universal
CBT.
A- Multi-modal multi-resolution brain networks representation. Given

a connectomic population, each subject is represented by multiple brain networks



of different resolutions derived from different neuroimaging modalities such as
functional and structural MRI (Fig. 1-A). Such brain networks do not neces-
sarily belong to the same resolution set (i.e., they might have different number
of nodes thus different number of edges). Therefore, we represent each subject s
in the population as follows:

Xy = {XPM_ 0 X = (X T where 7y < - < rp < -o- < TRem

X" denotes the modality-specific brain networks set derived from modality m
and X stands for the overall set encapsulating each and every modality-specific
brain networks set of subject s. X7""* € R"+*"* represents a connectivity matrix
(i.e. adjacency matrix) of resolution rj belonging to XI*. We represent the total
number of resolutions derived from modality m by K™ and further denote by
K the total number of resolutions across all modalities. Since each connectivity
matrix is symmetric, we vectorize it into a feature vector by taking the elements
in its lower triangular part. Specifically, for each subject, we represent each brain
graph with a feature vector VI»™ & Rlx’";c, where 7}, = 2ex(re=1) e note in
what follows that our GCN is trained in a subject-based fashion where each
subject is represented by a single-node brain graph.

B- Subject-based CBT generation. To estimate a subject-based CBT
C?, we design 3 GCN-based modules that co-learn during the training process:
the resolution-specific graph autoencoders, the self-mapper and the integrator
(Fig. 1-B).

Resolution-specific graph encoder. In order to generate a subject-based CBT,
we first propose to reduce the resolution of differently scaled brain networks.
To do so, we introduce a set of resolution-specific graph encoders {Erk}kK:27
where each E™ maps the feature vectors of a network at resolution rj into a
shared lower embedding space at the lowest existing graph resolution r;. Our
encoders learn to capture the shared-traits across multi-resolution brain net-
works. We build the encoders by stacking three GCN blocks each including
a GCN layer followed by sigmoid non-linearity and a dropout function. Each
GCN layer performs the graph convolution operation [30] defined as follows:
VI =D 1/2AD~1/2VI-1@!, where V! denotes the feature vector embedding at
layer I, D denotes the diagonal degree matrix, A denotes the adjacency matrix
including self-connectivities and ®' denotes the learnable parameter for each
layer [. For simplicity, we choose V as a representation of Vi*"* which is the
feature vector of a subject s with a resolution 7, and modality m. We note that
feature vector embedding of the last layer (i.e., third layer of E*) is denoted by
Z where Z = VI (i.e., feature vector embedding at layer L, where L = 3 in our
case).

As the first step of estimating C?, we pass the feature vectors of subject s each
denoted by V7»"* through their corresponding resolution-specific graph encoders
in order to map them to the shared embedding space of size r{. We represent
the low-dimensional embedding of each feature vector by ZI™"™ € R, We
note that the minimal resolution brain graphs of subject s are passed to another
architecture called the self-mapper, which we will detail in the following section.



Self-mapper. The self-mapper is an architecture aiming to generate feature
vector embeddings which capture the shared-traits across subjects of a given
population. It maps minimal-resolution feature vectors into the embedding space
shared among the resolution-specific graph encoders. Since the self-mapper does
not alter the resolution of its input feature vectors, it cannot be identified as
an encoder. However, the self-mapper and resolution-specific graph encoders
resemble each other in terms of generating population-representative feature
vector embeddings. The self-mapper consists of a single GCN block built by
stacking a GCN layer, sigmoid non-linearity and dropout function and is denoted
by S throughout our framework (Fig. 1-B). In line with the purpose of estimating
C?, we pass each minimal-resolution feature vector V7> of subject s through
the self-mapper and denote their embeddings by Z7™".

Integrator. We introduce an integrator module I to integrate the feature
embeddings Z™"* generated by the different resolution-specific graph encoders
{E”“}f=2 and the self-mapper S into a single representation —i.e., the subject-
based CBT. It mainly encapsulates multiple integration blocks, each composed
of a linear layer followed by sigmoid non-linearity. Mainly, to estimate C* we
first pass feature embeddings of subject s through their corresponding integra-
tion blocks. Second, we average the integration block outputs and generate the
subject-based CBT C¢? in its vectorized version (Fig. 1-B). Finally, we derive
the matrix representation of C*® by simple antivectorization.

Resolution-specific graph decoder. We design our M2Graphlntegrator frame-
work in a way that each resolution-specific graph encoder E™* has a correspond-
ing resolution-specific graph decoder denoted by D" . These encoder-decoder
pairs are symmetric since both architectures consist of identical graph convolu-
tional blocks in a reversed order. Even though decoders are not directly involved
in the subject-based CBT estimation process, they play a substantial role in the
overall framework by forcing the encoders, the self-mapper and the integrator
to better learn the population graph representation. To achieve this, we propose
two losses: the reconstruction loss and the topology loss which we will address in
the following sections. Specifically, each decoder D™ maps the learned C? into
a higher embedding space of size 7 in order to reconstruct the initial feature
vector of subject s, which is antivectorized into the reconstructed brain connec-
tivity matrix XTT’C We note that our resolution-specific graph decoders can
be further leveraged for multimodal brain network data augmentation by
perturbing the learned population CBT.

C- Subject-specific loss calculation. Once we generate C° from the in-
tegrator, we calculate a centeredness loss inspired by the subject normalization
loss (SNL) proposed in [12]. However, SNL cannot preserve the data hetero-
geneity of the population which might result in a limited representation that
fails to fully capture the spectrum of brain connectivity variability across sub-
jects. To solve this problem, we propose a different method for selecting a sub-
set Dg of our training dataset D. Specifically, we employ a clustering-based
sampling method (e.g., K-means or hierarchical clustering) rather than solely
using random sampling. For centeredness loss calculation, we first vectorize



the input connectivity matrices and stack the resulting feature vector embed-
dings. Next, to select a Dg, we employ a clustering step to sample subjects
from different clusters and produce their embedding vectors Z™"* using the
encoder E"¢. Finally, we obtain Z7""* by antivectorizing Z""* for each sample
in Dg and calculate the mean Frobenius distance (MFD) with respect to C*:
L5 = Z%Zl ZkK:l ZnNilHCS — Z™7x||2. To ensure that the decoded network
preserves the initial traits present in the ground-truth graphs, we introduce a
reconstruction loss which computes the MFD between the ground-truth connec-
tivity matrices X7""* and their reconstructed matrices X;’”’f for each subject s.
We define it as follows: £% = 2%21 Zi{:mlHX;’”k — Xmx||2. We further pro-
pose a new topology loss to enforce the connectivity strength of the brain regions
in the reconstructed brain graphs X;"’”‘ to be similar to those of the ground-
truth networks X7""*. More specifically, we generate for each subject in the
population X’;T’Tk by passing the vectorized C® through the decoder D™*. Next,
we calculate the node strength vectors P7*"* and f’;’”’f by summing up then
normalizing over the rows of X7 and X;”""k, respectively. Hence, we define it
as follows: £5 = S M ZkK:';HPT’”k — P77 ||;. By combining the three sub-
losses (Fig. 1-C), we define the total subject-specific loss for a training subject
s as follows:

m

M
£5 =305 (xme - XA [P - B+ TN, IO - 2|3
m=1 k=1

=

Reconstruction loss Topology loss Centeredness loss

In that way, our proposed loss not only captures the topological structure
and information of different networks, but also the shared traits across subjects
of the population.

D- Universal CBT generation. Since our ultimate goal is to generate a
population representative CBT rather than a subject-based CBT, we further
propose an additional step in our framework. Since each C® generated in the
previous step is biased by a particular subject, we need to acquire a centered CBT
that represents the heterogeneous population. To mitigate this issue, we perform
element-wise median operation on all generated subject-based CBTs (i.e., C*) as
follows: C = median[C!, C?, ..., C™], where N represents the number of training
subjects (Fig. 1-D). As a result, we estimate C the integral CBT that represents
each and every subject in a multimodal multi-resolution brain graph population.

3 Results and Discussion

Connectomic dataset and hyperparameter setting. We trained and tested
our framework on a connectomic dataset derived from the Southwest Univer-
sity Longitudinal Imaging Multimodal (SLIM) Brain Data Repository [3]. The
dataset consists of 279 young healthy subjects, each represented by two brain
networks of resolutions (i.e., ROIs) 35 and 160 derived from T1-weighted (mor-
phological network) and resting-state functional MRI (functional network). We



benchmarked our M2GraphlIntegrator including the topological loss (T) with
its two (K) K-means and (H) hierarchical clustering variants against four ab-
lated versions: Ablated (K) and Ablated (H) employ K-means and hierarchi-
cal clustering without integrating the topology loss while Ablated (R+4T) and
Ablated (R) employ random sampling with and without including the topology
loss, respectively. We initialized two clusters for each clustering-based sampling
method and selected 10 training subjects at each epoch. Prior to calculating the
population centeredness loss, we provided an extra training of 100 epochs for the
resolution-specific graph autoencoder architecture to achieve more reliable and
steady results in the graph reconstruction block. We used grid search to tune
the hyperparameters A\; and Ay of our loss function L% and set them to 2 and
0.5, respectively. We used Adam optimizer and set the learning rate to 0.0001.

Model Variation Evaluation Measure
Centeredness Top. Soundness KL Divergence Pairwise Dist.

Ablated (R) 19.0727 5.9825 0.9764 0.1495000
Ablated (K) 19.0702 5.9767 0.9766 0.1495006
Ablated (H) 19.0755 5.9831 0.9765 0.1495009
Ablated (R+T) 17.9822 5.8448 0.7245 0.1421824
M2GraphlIntegrator (K+T) 17.9819 5.8439 0.7241 0.1421812
M2GraphlIntegrator (H+T)| 17.9783 5.8434 0.7243 0.142180

Table 1: CBT evaluation results using different measures. Centeredness and
topological soundness evaluate the quality of the generated CBT. KL divergence
and pairwise distance evaluate the ability of the learned CBT in generating sound
multimodal brain networks at different resolutions for data augmentation. For
each metric, we highlight in bold the best performing method and underline the
second best. Both M2GraphlIntegrator (K+T) and (H+T) significantly outper-
formed ablated comparison methods (p — value < 0.01 using two-tailed paired
t-test). K: K-means clustering. H: hierarchical clustering. R: random sampling.
T: topological loss.

Evaluation of universal CBT centeredness and topological sound-
ness. A representative CBT lies at the center of its population, hence it needs to
achieve the minimal distance to all subjects in the population. We first use 5-fold
cross-validation to split the data into training and testing folds where the CBT
is learned from the training set and evaluated against the unseen test set. To
evaluate the centeredness of the universal CBT, we first encode the testing func-
tional graphs with 160 x 160 resolution by the trained E'°. Next, we compute
the mean Frobenius distance between the CBT matrix learned from the training
set and each morphological and encoded functional matrix of testing subjects.
Next, to assess the topological soundness of the estimated CBT, we compute the



Fuclidean distance between their corresponding node strength representations.
Lower values of the centeredness and topological soundness measures demon-
strate that the generated CBT is more representative and topology-aware. Ta-
ble 1 shows the significant outperformance of our M2GraphlIntegrator across all
evaluation measures using both K-means and hierarchical clustering methods.
Notably, these results show that our model learned using the proposed topology
loss function significantly outperforms (p < 0.01) the comparison methods in
preserving the topological properties of the ground-truth networks.

Evaluation of multimodal network augmentation from the learned
universal CBT. Assuming that the universal CBT spans all domains across
modalities and resolutions, it can be easily utilized to generate new brain net-
works for potential downstream learning tasks (e.g., connectome regression [31]).
First, we simulate 279 random networks of the same CBT size and distribution.
Next, we regularize each random network by averaging it with the universal
CBT. Next, we feed each average network to our resolution-specific graph de-
coders to generate multimodal networks. To assess the realness of the generated
networks, we compute the Kullback-Leibler divergence [32] between the ground-
truth and the augmented brain networks as well as their average pairwise Eu-
clidean distance (Table 1). Hence, a lower result in both metrics represents
higher similarity between the ground-truth and the networks generated from
our universal CBT (Table 1). Remarkably, the universal CBT by our methods
M2GraphIntegrator (K+4T) and M2GraphIntegrator (H+T) generates
more significantly (p < 0.01) realistic multimodal brain graphs compared to the
benchmarks.

4 Conclusion

In this paper, we proposed Multi-modal Multi-resolution Graph Integrator which
is the first graph neural network framework that estimates a connectome popu-
lation fingerprint given multimodal multi-resolution brain networks. Our method
has three compelling strengths: (i) the autoencoder learning task with joint
multi-resolution GCN-based autoencoders, facilitating its customizability to any
graph resolution, (ii) the design of the clustering-based training sampling in the
centeredness loss computation to learn a well-representative CBT of the pop-
ulation heterogeneity and (iii) the proposal of the topology loss to estimate a
topologically sound CBT. Our estimated CBTs will not only pave the way for
easier brain disorder diagnosis by revealing deviations from the healthy popula-
tion but also remedy data scarcity by augmenting new brain networks. In our
future work, we will use our model to learn universal CBTs of various healthy and
disordered brain connectivity datasets including functional, morphological, and
structural connectomes. Besides, we will refine our architecture by integrating a
novel graph new edge-convolution that operates on large-scale graphs without
memory overloading.



5 Acknowledgements

This work was funded by generous grants from the European H2020 Marie
Sklodowska-Curie action (grant no. 101003403, http://basira-lab.com/normnets/)
to I.R. and the Scientific and Technological Research Council of Turkey to I.R.
under the TUBITAK 2232 Fellowship for Outstanding Researchers (no. 118C288,
http://basira-lab.com/reprime/). However, all scientific contributions made

in this project are owned and approved solely by the authors.


http://basira-lab.com/normnets/
http://basira-lab.com/reprime/

References

10.

11.

12.

13.

14.

15.

16.

17.

Ideker, T., Galitski, T., Hood, L.: A new approach to decoding life: systems biology.
Annual review of genomics and human genetics 2 (2001) 343-372

Essen, D., Ugurbil, K., Auerbach, E., Barch, D., Behrens, T., Bucholz, R., Chang,
A., Chen, L., Corbetta, M., Curtiss, S., Della Penna, S., Feinberg, D., Glasser,
M., Harel, N., Heath, A., Larson-Prior, L., Marcus, D., Michalareas, G., Moeller,
S., Yacoub, E.: The human connectome project: A data acquisition perspective.
Neurolmage 62 (2012) 2222-31

Qiu, J., Qinglin, Z., Bi, T., Wu, G., Wei, D., Yang, W.: (Southwest university
longitudinal imaging multimodal (SLIM) brain data repository: A long-term test-
retest sample of young healthy adults in southwest china)

Biobank, U.: About uk biobank. Available at h ttps://www. ukbiobank. ac. uk/a
bout-biobank-uk (2014)

Fornito, A., Zalesky, A., Breakspear, M.: The connectomics of brain disorders.
Nature Reviews Neuroscience 16 (2015) 159-172

Fornito, A., Zalesky, A., Bullmore, E.: Fundamentals of brain network analysis.
Academic Press (2016)

van den Heuvel, M.P., Sporns, O.: A cross-disorder connectome landscape of brain
dysconnectivity. Nature reviews neuroscience 20 (2019) 435-446

. Seidlitz, J., Vaga, F., Shinn, M., Romero-Garcia, R., Whitaker, K.J., Vértes, P.E.,

Wagstyl, K., Reardon, P.K., Clasen, L., Liu, S., et al.: Morphometric similarity net-
works detect microscale cortical organization and predict inter-individual cognitive
variation. Neuron 97 (2018) 231-247

Holmes, A.J., Hollinshead, M.O., O’keefe, T.M., Petrov, V.I., Fariello, G.R., Wald,
L.L., Fischl, B., Rosen, B.R., Mair, R.W., Roffman, J.L., et al.: Brain genomics
superstruct project initial data release with structural, functional, and behavioral
measures. Scientific data 2 (2015) 1-16

Rekik, I., Li, G., Lin, W., Shen, D.: Estimation of brain network atlases using
diffusive-shrinking graphs: application to developing brains. In: International con-
ference on information processing in medical imaging, Springer (2017) 385-397
Dhifallah, S., Rekik, I., Initiative, A.D.N., et al.: Estimation of connectional brain
templates using selective multi-view network normalization. Medical image analy-
sis 59 (2020) 101567

Gurbuz, M.B., Rekik, I.: Deep graph normalizer: A geometric deep learning ap-
proach for estimating connectional brain templates. In: International Conference on
Medical Image Computing and Computer-Assisted Intervention, Springer (2020)
155-165

Bessadok, A., Mahjoub, M.A., Rekik, I.: Graph neural networks in network neu-
roscience. arXiv preprint arXiv:2106.03535 (2021)

Nalepa, J., Marcinkiewicz, M., Kawulok, M.: Data augmentation for brain-tumor
segmentation: a review. Frontiers in computational neuroscience 13 (2019) 83
Perl, Y.S., Pallavicini, C., Ipifia, I.P., Kringelbach, M., Deco, G., Laufs, H., Tagli-
azucchi, E.: Data augmentation based on dynamical systems for the classification
of brain states. Chaos, Solitons & Fractals 139 (2020) 110069

Sserwadda, A., Rekik, I.: Topology-guided cyclic brain connectivity generation
using geometric deep learning. Journal of Neuroscience Methods 353 (2021) 108988
Khan, A., Fraz, K.: Post-training iterative hierarchical data augmentation for deep
networks. Advances in Neural Information Processing Systems 33 (2020)



18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

You, Y., Chen, T., Sui, Y., Chen, T., Wang, Z., Shen, Y.: Graph contrastive
learning with augmentations. Advances in Neural Information Processing Systems
33 (2020) 5812-5823

Perez, L., Wang, J.: The effectiveness of data augmentation in image classification
using deep learning. arXiv preprint arXiv:1712.04621 (2017)

Mikotajczyk, A., Grochowski, M.: Data augmentation for improving deep learn-
ing in image classification problem. In: 2018 international interdisciplinary PhD
workshop (IIPhDW), IEEE (2018) 117-122

Graa, O., Rekik, I.: Multi-view learning-based data proliferator for boosting clas-
sification using highly imbalanced classes. Journal of Neuroscience Methods 327
(2019) 108344

Wong, S.C., Gatt, A., Stamatescu, V., McDonnell, M.D.: Understanding data
augmentation for classification: when to warp? In: 2016 international conference
on digital image computing: techniques and applications (DICTA), IEEE (2016)
1-6

Du, Y., Fu, Z., Calhoun, V.D.: Classification and prediction of brain disorders
using functional connectivity: promising but challenging. Frontiers in neuroscience
12 (2018) 525

Wang, B., Mezlini, A.M., Demir, F., Fiume, M., Tu, Z., Brudno, M., Haibe-Kains,
B., Goldenberg, A.: Similarity network fusion for aggregating data types on a
genomic scale. Nature methods 11 (2014) 333

Demir, U., Gharsallaoui, M.A., Rekik, I.: Clustering-based deep brain multigraph
integrator network for learning connectional brain templates. Uncertainty for Safe
Utilization of Machine Learning in Medical Imaging, and Graphs in Biomedical
Image Analysis (2020) 109-120

Saglam, M., Rekik, I.: Multi-scale profiling of brain multigraphs by eigen-based
cross-diffusion and heat tracing for brain state profiling. Uncertainty for Safe
Utilization of Machine Learning in Medical Imaging, and Graphs in Biomedical
Image Analysis (2020) 142-151

Isallari, M., Rekik, I.: Gsr-net: Graph super-resolution network for predicting
high-resolution from low-resolution functional brain connectomes. International
Workshop on Machine Learning in Medical Imaging (2020) 139-149

Mhiri, I., Mahjoub, M.A., Rekik, I.: Stairwaygraphnet for inter-and intra-modality
multi-resolution brain graph alignment and synthesis. International Workshop on
Machine Learning in Medical Imaging (2021) 140-150

Mhiri, I., Khalifa, A.B., Mahjoub, M.A., Rekik, I.: Brain graph super-resolution
for boosting neurological disorder diagnosis using unsupervised multi-topology con-
nectional brain template learning. Medical Image Analysis 65 (2020) 101768
Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional
networks (2017)

Shen, X., Finn, E.S., Scheinost, D., Rosenberg, M.D., Chun, M.M., Papademetris,
X., Constable, R.T.: Using connectome-based predictive modeling to predict indi-
vidual behavior from brain connectivity. nature protocols 12 (2017) 506-518
Kullback, S.: Information theory and statistics. Courier Corporation (1997)



	Deep Cross-Modality and Resolution Graph Integration for Universal Brain Connectivity Mapping and Augmentation

