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Abstract. Ubiquitous computing and artificial intelligence contribute
to deploying intelligent environments. Sensor networks in cities generate
large amounts of data that can be analyzed to provide relevant infor-
mation in different fields, such as traffic control. We propose an analysis
of vehicular behavior based on license plate recognition (LPR) in a ru-
ral region of three small villages. The contribution is twofold. First, we
extend an existing taxonomy of the most widely used clustering algo-
rithms in machine learning with additional classes. Second, we compare
the performance of algorithms from each class of the taxonomy, extract-
ing behavioral patterns. Partitional and hierarchical algorithms obtain
the best results, while density-based algorithms have poor results. The
results show four differentiated patterns in vehicular behavior, distin-
guishing different patterns in both residents and tourists. Our work can
help policymakers develop strategies to improve services in rural villages,
and developers choose the correct algorithm for a similar study.
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1 Introduction

Nowadays, there are 35.82 million devices connected to the Internet and accord-
ing to Statista, this number is expected to increase to 50 billion by 2030'. They
are sometimes referred to as ubiquitous technologies [12]. These devices form an
interconnected network that generates massive amounts of data in many differ-
ent areas of social life. Access to a large amount of data collected by multiple
sensors and heterogeneous sources allows researchers to apply this paradigm to
numerous fields such as healthcare, smart environments or transportation [2, 6,
17].

The paradigms of ubiquitous computing and ambient intelligence play an im-
portant role in smart cities. By installing sensors in cities, it is possible to control
aspects such as vehicle traffic control, evacuation systems, smart lighting control,
or waste management [27,9, 7, 31]. In this field, terms such as Machine Learning
(ML) or Big Data are becoming increasingly popular, allowing to study and ex-
tract precise conclusions. By performing a robust analysis of the data extracted

! https://findstack.com/internet-of-things-statistics/
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by sensors, it is possible to obtain useful information that allows scientists to
develop strategies to improve their market position with respect to their com-
petitors (e.g. sustainability or super-exploitation of tourism) [19].

This paper is part of a project that aims at building a smart city platform in
a rural area where individuals with different patterns of behavior coexist. Follow-
ing the strategy of ubiquitous computing, in this work we have installed license
plate recognition (LPR) devices in a rural region consisting of three touristic
villages (Pampaneira, Bubion and Capileira) in The Alpujarra, Spain. From the
data collected by the LPR cameras, we calculated the spatial visitation frequency
and the period of stay of each vehicle in the different villages. We propose an
unsupervised ML analysis of vehicle mobility patterns to classify each vehicle
according to its behavior in the area. We compare several clustering algorithms
and extend the taxonomy proposed in [18], with two additional classes, to cover
all the algorithms studied in the literature. Our results are useful for policy-
makers to get insights about any potential problems or enhancements with the
traffic. This work is also useful for developers and data scientists in choosing a
clustering algorithm for their analysis.

The remainder of the paper is organized as follows. In Section 2 related work
is summarized. Section 3 presents the unsupervised learning methodology, the
sensor setup and the construction of the dataset. Section 4 includes the design
of the experiments and Section 5 the analysis of the results. Finally, conclusions
and future work are summarized in Section 6.

2 Related Work

Technological advances have made detecting vehicles and other means of trans-
port with sensors increasingly powerful. The massive data source represented by
these devices provides the information needed to analyze vehicle behavior and
apply it in almost any context. The analysis of mobility patterns with the aim of
improving traffic problems [25], and the clustering of vehicles to extract useful
conclusions for the management of cities [21], are the most common works in
this area of interest.

To infer mobility patterns from the raw data, unsupervised ML is widely used.
The most commonly used clustering algorithms are density-based, as they can
adapt to problems where irregular behavior occurs within the population. For
example, [28| presents a framework for vehicle data collection from Road Side
Units (RSU) and data transmission to the cloud. To reduce the data’s complex-
ity, they perform a clustering analysis (using adapted versions of DBSCAN and
OPTICS). In [3], a modified version of DBSCAN (iterative and multi-attribute)
was used to cluster the different zones in the port, with the objective of improv-
ing organization and solving port congestion. In [37], they propose constructing
the spatio-temporal similarity matrix using the dynamic time warping (DTW)
algorithm from the data extracted by LPRs and applying DBSCAN to group
different displacement patterns on the similarity matrix.
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Other works have opted to use partitional clustering algorithms. In [38],
they use KMeans from data obtained by LPR devices in a smart city to analyze
the spatio-temporal travel patterns of citizens during the COVID-19 pandemic.
Another study [39], uses ISODATA to cluster mobility patterns and a decision
tree to create decision rules between the attributes and the labeling obtained
from the clustering.

In our work, we use the LPR technology, used in most of the related works
and perform a clustering analysis based on the spatio-temporal information of
vehicles. Unlike previous works, we applied a study directly on individuals and
their behavior based on their spatial frequencies of visitation. Additionally, we
carry out a comparative study on the popularly used clustering algorithms.

3 Methodology

3.1 Clustering Algorithms and Metrics

Clustering is an unsupervised ML task that aims to find patterns in a given
event’s observations. According to the method adopted to define clusters, most
taxonomies divide the algorithms into four categories [18]:

Partitional Clustering: Decomposes the dataset into disjoint clusters by an
iterative process usually based on centroids. Examples include algorithms such
as KMeans or MiniBatchKMeans, a more scalable version of KMeans using small
random batches to update the clusters until convergence is reached [4]. Another
example is ISODATA [24] which uses iterative self-organizing data analysis.

Hierarchical Clustering: Proceeds in an agglomerative or divisive way
with the construction of clusters by adding or removing individuals respectively.
This algorithm may vary its performance depending on the metrics and linkage
criteria used. Most notably in this category is the BIRCH algorithm [40] which
uses an unbalanced height tree to split the data points dynamically.

Density-based Clustering: Clusters are dense regions of objects in the
data space separated by low-density regions. These are known to handle noise
well and to adapt to arbitrary shapes in the data. The most popular algorithm
in this category is DBSCAN [14] and some improved versions of it, such as OP-
TICS [1] or HDBSCAN [23], which compute a density function for each cluster
found. Other examples such as Mean-shift [10] create the clusters based on re-
gions of maximum density attraction, so it can be seen as a version of KMeans
using density functions, which makes it adaptable to arbitrary shapes in clusters.

Distribution-based Clustering: Clusters are created based on the prob-
ability of each individual belonging to the same distribution. The most com-
monly used distribution is the Gaussian distribution, based on the expectation-
maximization algorithm [36]. These algorithms result in Gaussian Mixture mod-
els, which are also classification algorithms. In some cases, they are a generaliza-
tion of KMeans (each individual has a probability of belonging to each cluster).

Grid-based Clustering: First, the space is organized into a finite num-
ber of cells, and then clustering operations are defined in the quantified space.
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Some common examples of algorithms that follow this clustering strategy are:
STING [35], WaveCluster [32] and CLIQUE [15].

To the above taxonomy, we add two new categories that we believe cover the
algorithms found in the related works:

Message Passing-based Clustering: Creates the clusters by iteratively
sending messages between the different data points until they converge. The
Affinity Propagation (AP) algorithm is an example of this category [16]. Im-
proved AP proposals include IWC-KAP [30] and ScaleAP [33].

Spectral Clustering: Use the spectral radius of a similarity matrix of the
data in a multidimensional complex problem, applying methods (e.g. PCA) to
reduce its dimensions in order to obtain a linearly separable problem. There
are different versions of Spectral Clustering algorithms depending on how the
eigenvectors are selected from the Laplacian of the similarity matrix [34]. New
versions have also emerged such as Attributed Spectral Clustering (ASC) which
improves the degree of affinity of nodes in the same density region [5].

To evaluate the performance of the different algorithms, we will use the four
most popular internal evaluation metrics in the literature: silhouette coefficient,
calinski-harabasz score, davies-bouldin index and Density-Based Clustering Val-
idation (DBCV, specific for density-based algorithms).

— Silhouette Coefficient: measures the similarity of an individual to its own
cluster compared to other clusters [29]. The value of the coeflicient is defined
in the interval [—1, 1], where a value close to 1 indicates good clustering and
a value close to —1 indicates poor individual aggregation.

— Calinski-Harabasz Score: like the silhouette coefficient, measures how
similar an individual is to its group relative to other groups [8]. A higher
value minimizes the intracluster covariance of individuals and maximizes
the intercluster covariance.

— Davies-Bouldin Index: small values indicate compact clusters, whose cen-
ters are well separated from each other [11].

— Density-Based Clustering Validity: this validation measure takes values
in the interval [—1, 1], values close to 1 indicate a better density-based cluster
solution [26].

3.2 Setup

Four devices incorporating vehicle detection sensors collect the data. These de-
vices are Hikvision LPR IP cameras with ANPR system based on Deep Learning,
supporting a higher degree of deviation and increasing the hit rate. The devices
feature 2MP resolution, 2.8-12mm varifocal optics, and IR LEDs with 50m range.
We placed the four cameras in strategic positions to cover the entrances and
exits to each village in the target area: (i) entrance to Pampaneira from the
western part of the Alpujarra, (ii) entrance to Pampaneira from the eastern
part of the Alpujarra, (iii) entrance to Bubioén (single road), and (iv) entrance
to Capileira (single road). The structure of the roads allows us to control the
mobility of all vehicles circulating in the Poqueira area using only four LPRs.
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3.3 Dataset

The LPR cameras defined in Section 3.2 return the license plate and time stamp
of each vehicle passing through its coverage area. Based on this data, we perform
a preprocessing to calculate the number of visits, the average time, and the total
time spent in each village. In case of missing data, i.e., we cannot calculate the
entry and exit time of a vehicle, we discard it from the dataset.

We have produced a dataset from the above information, which contains
information on 17.924 vehicles. The attributes used are total visits, total time
spent in the area, average visit time, and standard deviation of the average visit
time. The above attributes take into account visits to any of the three villages.

The dataset contains four months of data (from February to May 2022).
However, we have eliminated the festive periods relating to a long weekend in
February (a holiday in Andalusia, Spain) and Holy Week. This first approxi-
mation aims at establishing a vehicular pattern restricted to periods of normal
daily mobility (without considering big holidays).

4 Experiments

We opt for unsupervised ML because we need to group individuals that are not
labeled into different classes. In this paper, we test different clustering solutions
to analyze which one best suits the pattern recognition problem and whether
it can find a realistic solution to the problem. We tried to use at least one al-
gorithm from each category described in Section 3.1. In particular, we used the
following algorithms: KMeans and MiniBatchKMeans from the category par-
titional clustering, Agglomerative Clustering, Ward (Agglomerative Clustering
with ward linkage criteria) and BIRCH from hierarchical clustering, Gaussian
Mixture from distribution-based clustering, a version of Spectral Clustering ap-
plied to a projection of the normalized Laplacian and finally, from the density-
based algorithms, we used DBSCAN, HDBSCAN, and MeanShift. In our study,
we discard the Affinity Propagation algorithm as it is not scalable [33] and OP-
TICS for being HDBSCAN an improved version of the latter [22]. In addition,
we have not used any grid-based clustering algorithms because: (i) there are no
well-tested implementations, and (ii) it is not a clustering category widely used
in related work.

The existence of attributes at different scales and measured in different units
(number of visits vs. time) makes some variables more influential than others in
the clustering process. To avoid this bias, we apply two types of normalization
to all dataset attributes.

1. Min-max normalization: normalizes the values to the interval [0, 1] main-
taining the distances for each data point by using the minimum and maxi-
mum in the attribute domain.

2. Standard normalization: scales the values so that the mean of the data
domain is 0 and the standard deviation is equal to 1.
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We use the scikit-learn library, which contains implementations for all the
algorithms? defined in Section 3.1 (except HDBSCAN, which has its own library
with the same name). We use the implementation of the Silhouette metrics, CH
and DB, from the metrics module of scikit-learn, while we adopt the DBCV
metric from a github repository [26].

We calculate the Silhouette and DB metrics and apply the elbow method
to choose the optimal number of clusters generated by each algorithm [13].
These metrics are widely used to select the optimal number of clusters using
KMeans [20], so we will test their performance with all the selected algorithms
and with both normalizations. The next step will be the selection of the most
frequent number of clusters (for each normalization) based on each algorithm’s
metric (DB and Silhouette) results. Once we have the most frequent cluster
numbers, we will calculate the four metrics defined in Section 3.1 for each algo-
rithm by imposing parameters that generate the selected cluster numbers. We do
this to compare each algorithm with the best solution for each metric that has
generated a given number of clusters. Finally, we compare the cluster segmen-
tation performed by each algorithm and describe the individuals in each cluster
generated by the best solution obtained for each type of data normalization.

5 Results and Discussion

After calculating the Silhouette and DB metrics for the algorithms, for the min-
max normalization, the most frequent number of clusters is 2 (selected as the
optimal number of clusters 14 times). We discarded the options of 4 clusters
(3 times), 3 clusters (2 times) and 6 clusters (1 time), as they account for less
than 20% of the cases. The standard normalization produces 2 (9 times), 3 (7
times) and 4 (4 times), so we take all these values (2, 3 and 4 clusters) for our
experiment.

After calculating all the metrics of Section 3.1 for all algorithms by imposing
for min-max normalisation 2 clusters and for standard normalisation 2,3 and 4
clusters, we obtain the following results:

— Agglomerative Clustering obtains the best results for silhouette and DB
metrics for any number of clusters.

— Spectral Clustering obtains similar results to Agglomerative Clustering for
standard normalization.

— CH metric obtains the best values for KMeans algorithm, followed by Mini-
BatchKMeans. For the standard normalization, Gaussian Mixtures, obtains
good results for this metric.

— The DBCV metric generally performs better for density-based algorithms.
However, the DBCV results are not significant, as they do not obtain values
higher than 0 [26]. In addition, the execution time is 200 times higher than
the other metrics, which implies scalability issues on massive datasets. For
these reasons, we discard this metric from further analysis and will study a
proper implementation of the metric in the future.

2 https:/ /scikit-learn.org/stable/modules /clustering.html
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Table 1. Performance of the 4 best algorithms for the Calinski-Hasbaraz metric (fixed
cluster number) for each normalization.

‘ Min-max normalization (2 clusters) Standard normalization (4 clusters)
‘ Algorithm CH score| clusters size time Algorithm CH score| clusters size time
0: 16542 (92.29%)
3: 601 ( 3.35%)
1: 536 ( 2.99%)
2: 245 ( 1.37%)
0: 14874 (82.98%)
2: 1776 ( 9.91%)
3: 699 ( 3.90%)
1: 575 ( 3.21%)
1: 15814 (88.23%)
0: 1095 ( 6.11%)
2: 864 ( 4.82%)
3: 151 ( 0.84%)
0: 16335 (91.13%)
2: 962 ( 5.37%)
1: 338 ( 1.89%)
3: 289 ( 1.61%)

. 0: 16660 (92.95%) ) . a1 21 -
KMeans 25405190 ) “oc (7 oseg | 152253 KMeans 14.306,313 2,02979

e . 0: 16499 (92.05%) PR P
MiniBatchKMeans |25.339,993 1: 1425 ( 7.95%) 0,76922 |MiniBatchKMeans|12.435,697 0,12010

. 0: 17090 (95.35%)
s 5 5 5
Spectral Clustering|22.956,758 1: 834 ( 4.65%) 35,13015 Ward 11.462,843 10,03337

. . o |0: 16803 (93.75%) . . -
Gaussian Mixture |24.086,366 1: 1121 ( 6.25%) 0,29580 | Gaussian Mixture |12.279,663 0,37849

However, Agglomerative Clustering and Spectral Clustering that maximize
or minimize the silhouette and DB metrics respectively obtain a segmentation
with 2 clusters classifying all the data in one cluster except 2 records. Therefore,
it is not a suitable partition. We believe that this result is because the metrics
only consider the inter-cluster and intra-cluster distances, so they promote the
creation of clusters formed by outliers. However, algorithms that maximize the
CH give more confidence in creating clusters. This is because CH not only con-
siders the distance between individuals in the same and different clusters but
also minimizes/maximizes the covariance. Hence, we select the algorithms with
the best CH results for each normalization.

Table 1 shows that the segmentation performed for algorithms that obtain
comparable values for the CH metric is similar. To conclude the analysis, we
characterized each cluster that has obtained the best CH, using scatter and box
plots. KMeans has obtained the best results for the two types of normaliza-
tion performed on the data. Hence, we study the segmentation performed for 2
clusters (min-max normalization) and 4 clusters (standard normalization).

Figure 1 (a) shows a segmentation across individuals through an imaginary
horizontal axis located at 20 days. Performing a study for the attributes of the
dataset (see Figure 2), the following characteristics define each cluster:

1. Individuals in cluster 0 have a length of stay in the order of hours. This
cluster also has fewer visits on average, except for several outliers that can
be seen in the initial scatter plot (Figure 1 (a)).

2. Cluster 1 contains individuals who have spent between 30 and 60 days in the
Poqueira area and have a higher number of visits to the area and a higher
average length of stay than cluster 0.
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(a) Min-max normalization. (b) Standard normalization.

Fig. 1. Scatter Plots generated for KMeans (total time vs. total visits). We have se-
lected the number of clusters that maximises the CH metric for each normalisation.

Figure 1 (b), contrary to Figure 1 (a), shows a segmentation of the individ-
uals through a vertical axis. Performing an analogous study for the attributes
(see Figure 2), we can describe the following characteristics for each cluster:

1. For cluster 0, its average visit time for 50% of the individuals is between 1
and 3 hours. In addition, the average time of stay and total visits to the area
are significantly lower compared to the other clusters (less than 10 visits to
the area lasting less than 4 hours on average).

2. Clusters 1 and 2 have a similar distribution of total visit length, 50% of the
individuals are in the area for more than 1 month. The difference between
cluster 1 and 2 is in the average stay time and total visits. While the average
stay time of cluster 2 is greater than cluster 1, the total number of visits of
cluster 1 is bigger than cluster 2.

3. Cluster 3 includes individuals with similar average visit times to those in
cluster 0, but with longer total lengths of stay. Its total number of visits to
the area is higher than any defined clustering (more than 50), resulting in a
higher total length of stay in the area (50% of the distribution has a total
time in the area between 15 and 40 days).

From the previous results, we can conclude that the clustering performed by
the min-max normalization describes individuals in cluster 1 as residents and
those in cluster 0 as visitors. This is because the segmentation separates the two
clusters parallel to the abscissa (the total time of stay in the area makes the
difference). However, it is not very tolerant to outliers because our dataset has
more visitors than residents. The min-max normalization benefits the minority
class, obtaining a higher metric value for fewer clusters among which there are
outliers.
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Fig. 2. Boxplots for min-max (a,b,c) and standard (d,e,f) normalization.
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However, the clustering performed by the standard normalization makes a
detailed separation between residents and visitors. On the one hand, clusters 1
and 2 define residents with specific features distinguishing 2 different behaviors
between the residents of the area. Cluster 1 contains residents who leave the vil-
lage a few times a week, while cluster 2 contains residents who occasionally leave
once or twice a month. On the other hand, cluster 0 and cluster 3 characterize
visitors. While cluster 0 characterizes tourists who are occasional visitors with
a short stay in the area, cluster 3 describes visitors who come to the area fre-
quently. Furthermore, cluster 3 probably contains different behaviors that could
be subdivided in turn into other groups (workers from other Alpujarra villages,
shippers, etc).

For our use case, partitional and hierarchical algorithms obtain the best
interpretable segmentations. However, density-based algorithms, used in many
mobility-related works, have problems in performing segmentations for a small
number of clusters. This may be because our problem’s low number of attributes
conditions the clustering.

6 Conclusions

This paper presents an extension of the common taxonomy used in clustering,
adding two classes to cover the algorithms studied in the literature and per-
forms a comparative analysis of the clustering algorithms in a specific use case.
In particular, we characterized the vehicle’s behavior in a rural touristic area, ob-
taining four different behaviours. Partitional and hierarchical algorithms achieve
the best results, and density based algorithms performed poorly due to the low
number of attributes in our dataset. From these results, policymakers can know
the existing mobility patterns in the area and, on this basis, make strategic de-
cisions. In the future, we will increase the number of attributes to enhance the
results. For example, we will add information related to the division of the data
by village (Pampaneira, Bubion, and Capileira), separation of data by holidays
or working days, and time slots.
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