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Abstract. Question answering (QA) is a natural language understanding
task within the fields of information retrieval and information extraction
that has attracted much attention from the computational linguistics and
artificial intelligence research community in recent years because of the
strong development of machine reading comprehension-based models. A
reader-based QA system is a high-level search engine that can find correct
answers to queries or questions in open-domain or domain-specific texts
using machine reading comprehension (MRC) techniques. The majority
of advancements in data resources and machine-learning approaches in
the MRC and QA systems especially are developed significantly in two
resource-rich languages such as English and Chinese. A low-resource
language like Vietnamese has witnessed a scarcity of research on QA
systems. This paper presents XLMRQA, the first Vietnamese QA system
using a supervised transformer-based reader on the Wikipedia-based
textual knowledge source (using the UIT-ViQuAD corpus), outperforming
the two robust QA systems using deep neural network models: DrQA
and BERTserini with 24.46% and 6.28%, respectively. From the results
obtained on the three systems, we analyze the influence of question types
on the performance of the QA systems.

Keywords: Question Answering · Transformer · BERT · XLM-R · Trans-
fer Learning · Machine Reading Comprehension

1 Introduction

In recent years, the rapid development of social media has led to an explosion of
data and information. People need to find information and knowledge through the
support of machine question answering applications like Google, Siri, and Alexa.
QA systems assist people in accessing information and knowledge faster without
taking much time and effort. QA-based tasks are of interest to the Vietnamese
natural language processing and computational linguistics community. Machine
reading comprehension-based QA systems [2] have gained much attention in recent
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years. Although several machine reading comprehension corpora are released
for developing QA systems such as UIT-ViQuAD [15], UIT-ViWikiQA [6], and
UIT-ViNewsQA [22], there is no reader-based QA system for Vietnamese yet.

Along with the strong development of machine learning, QA systems have
been explored in various corpora and methods. In recent years, QA systems have
followed two Retriever-Reader QA systems such as DrQA [2] and BERTserini
[25], respectively. The input of QA systems is a question and a collection of
passages or documents, and the output is a predicted answer extracted from a
relevant document. Figure 1 shows the input and output of a QA system on the
Vietnamese Wikipedia.

Textual
Knowledge

Source

Text

Retriever

Text

Reader

Answer 

Selector

Relevant documents

Candidate answers

Question: Phía Nam của Đan Mạch giáp với quốc gia nào?

English: Which country is bordered to the south of Denmark?

Đức

English: Germany

Best answer

Fig. 1: An example of a Retriever-Reader-Selector QA system on the Wikipedia.

Our three main contributions are described as follows.

– We re-implement state-of-the-art QA systems on the Vietnamese Wikipedia
knowledge texts: DrQA [2] and BERTserini [25] as baseline systems. The
first experiments were performed on the retriever-reader-based QA model on
Vietnamese texts.

– We propose XLMRQA, a retriever-reader-selector QA system for the Viet-
namese language, outperforming the F1-score and exact match (EM) of two
other SOTA systems: DrQA with the multi-layer recurrent neural network-
based reader and BERTserini with the BERT based reader.

– We analyze the impacts of question types on the proposed QA system
XLMRQA for Vietnamese, which helps researchers improve the performance
of the QA systems in future work.

2 Related Work

Building a QA system requires integrating two main parts: the text retriever
and the text reader, to generate the whole QA system. In this section, we briefly
review the techniques related to our work.

Text Retriever: In this study, we used two popular and effective techniques:
TF-IDF and Pyserini. Term Frequency–Inverse Document Frequency (TF-IDF)
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is the count-based method that reveals the importance of a token or word to a
document or text in a corpus [19]. Text retrieval models [10], text summarization
models [3], and question answering models [2] have all employed TF-IDF. This
approach is used as the initial baseline method for text retriever to compare
with other techniques. Pyserini is a simple Python package that aids researchers
in reproducing their findings by offering excellent first-component document
retrieval for multi-component rating systems [13]. Because Pyserini is simple yet
effective, it was chosen to be implemented for the text retriever as a component
of the QA system.

Automatic Reader: The DrQA reader is a multi-layer neural network
model that has been trained to identify answers from a document as input. In
English [2], and Vietnamese [15,22], this reader is generated from machine reading
comprehension tasks. Text segments from the Pyserini retriever are passed to
the BERT reader [25]. These models were widely applied in automatic reading
comprehension tasks in English [2,5] and Vietnamese [15,22]. Recently, there
are more complex models that integrate additional linguistic knowledge into the
models [18,24]. However, Vietnamese is a language with few resources and does
not yet NLP pipeline tools really well to recognize linguistic knowledge to be
associated with these language models.

Full QA System: Different from the previous QA systems [14,7,16] without
readers, DrQA [2] is a full QA system combining a bigram hash-based TF-IDF
retriever with a multi-layer iterative neural network reader trained to predict
answers in the passage. BERTserini [25] is a QA system that combines the BERT-
based reader and the open-source Anserini toolkit for text retriever. The system
receives a small set of documents as input. In an end-to-end approach, the system
combines best practices from document retrieval with a BERT-based reader
to determine answers from a large-scale corpus of English Wikipedia articles.
For the Vietnamese language, there are still not any QA systems based on the
Retriever-Reader mechanism, mainly focusing on the traditional QA system
[1,11]. Therefore, we would like to develop this system as a starting point of the
mechanism for Vietnamese QA.

3 UIT-ViQuAD: Vietnamese Wikipedia-based Textual
Knowledge Resource

In this paper, we use the UIT-ViQuAD corpus (abbreviated as ViQuAD) [15] as
a Wikipedia-based textual knowledge source, which is the main resource to build
the text retriever, reader, and the full QA system for Vietnamese.

ViQuAD is a Vietnamese corpus for assessing question answering, machine
reading comprehension, and question generation models. Table 1 summarizes
the statistics on the training (Train), development (Dev), and test (Test) sets
of this corpus. ViQuAD comprises over 23,000 triples, and each triple includes
a question, its answer, and a passage containing the answer. The numbers of
passages and articles, the average question and answer lengths, and lexical unit
sizes are presented in Table 1.
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Table 1: Overview of the ViQuAD corpus.

Corpus #article #passage #questions
Average length

Vocabulary size
passage question answer

Train 138 4,101 18,579 153.9 12.2 8.1 36,174
Dev 18 515 2,285 147.9 11.9 8.4 9,184
Test 18 493 2,210 155.0 12.2 8.9 9,792

Full 174 5,109 23,074 153.4 12.2 8.2 41,773

Besides, Nguyen et al. [15] also analyzed the distribution of seven types of
questions: Who, What, When, Where, Why, How, and Others in the ViQuAD
corpus. The most common type of question is What, accounting for 49.97 percent
of all questions, Where questions have the lowest proportion of 5.64 percent, and
other types of questions contribute to proportions of between 7 percent and 10
percent.

The question words in Vietnamese for each question type are diverse. The UIT-
ViWiKiQA [6] corpus is a reading comprehension corpus that is automatically
converted from the ViQuAD corpus’s question-answer pairs. Do et al. [6] analyzed
diverse Vietnamese question words to pose in each question type. Figure 2 shows
the proportions of types of questions on the Dev and Test sets.

Fig. 2: Question types and question words statistics in the corpus [6].

The linguistic phenomenon in Vietnamese questions has various question
words in different question types: What, Who, When, Why, and Where. What
questions have the most variety of question words compared to other question
types. Only the question words with a high frequency of occurrence are presented
in Figure 2 (approximately 0.7 percent or more). For example, "là gì", "điều
gì", "làm gì", and "cái gì" are question words in "What questions" with "là gì"
having the most significant rate (24.42 percent in the Test set and 20.69 percent
in the Dev set). The question words in the How and How many question types
are usually not diversified. In the Dev set, "như thế nào" is the most popular
question word reaching at 87.79 percent, whereas it accounts for 95.02 percent
in the Test set. According to the previous investigation results [15], the What
question type contains the most significant proportion of question words and the
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most remarkable diversity of question terms. The remaining types of questions
make up a small percentage of the total, particularly the How and How many
question categories, which include few question words.

4 XMLRQA: Retriever-Reader-Selector Question
Answering System for the Vietnamese language

Question Q

Corpus

Text Retriever Text Reader

Document 1

Document 2

Document k

Answer 1

Answer 2

Answer k

Answer SelectorAnswer

Input:

Output:

Fig. 3: Overview of the Retriever-Reader-Selector QA system for Vietnamese.

4.1 Overview of QA System Architecture

Inspired by the DrQA system [2], we present an overview of the QA architecture
using a supervised reader for the Vietnamese language. Figure 4 presents a QA
system with three components: text retriever, text reader, and answer selector.
The text retriever finds texts or documents and passes them to the text reader
to find the candidate answers. The answer selector finds the answer that best
matches the question from the candidate answers predicted by the text reader.
In particular, we describe the QA system and its components as follows.

4.2 Text Retriever

We apply a basic retriever to find k passages that answer the input question,
using the question as a bag-of-words question. The text retriever finds passages
or documents related to the question from a set of 5,109 passages extracted from
the ViQuAD corpus [15]. This corpus was built by aggregating all the passages
from the Train, Dev, and Test sets of the ViQuAD corpus consisting of 4,101, 515,
and 493 passages, respectively. This paper assesses two different text retrievers,
including TF-IDF and the Anserini. To optimize the performance of QA systems,
we apply word segmentation to the text retrievers.

4.3 Text Reader

The retrieved passages are passed to the reader to extract the candidate answers.
The questions are combined with their passages to generate k question-passage
pairs that enter the reader to predict k candidate answers.
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For each question-passage pair that enters the reader, the model reads the
question with M tokens [q1, q2, ..., qM ] and then reads all N tokens in the passage
[d1, d2, dN ]. The model performs two probabilities for each token di in the
document, with Pstarti being the score when di is the starting answer position
and Pendi being the score when di is the ending answer position. The reader
selects the best answer span from the Pstart and Pend scores list with the
highest score from the document. After processing k passages by the reader, the
reader obtains k answers and the answer-score list.

XLM-R
ECLS E1 EN ESEP E1

'
EM

'
... ...

C T1 ...
TN TSEP T1

'
... EM

'

[CLS] q1 qN [SEP] d1 dM

Candidate Passage: Năm 2010, tổng sản phẩm
quốc nội của Uganda đạt 17,12 tỷ USD, trong đó
mức tăng trưởng GDP đạt 5,8%. (In 2010,
Uganda’s gross domestic product reached
$17.12 billion, a GDP growth of 5.8%.) 

Question: Con số 17,12 tỷ USD biểu thị thông số
kinh tế nào của Uganda? (What economic
parameter for Uganda amounts to $17.12 billion?)

Answer: tổng sản phẩm quốc nộiStart/End Answer
Position Prediction

Fig. 4: Overview of the XLM-R based Reader for the Vietnamese language.

XLM-RoBERTa (XLM-R) [4] is a multilingual language model trained on a
large-scale dataset with 100 languages. XLM-R is used as a pre-trained language
model for many tasks such as natural language inference and machine reading
comprehension, which achieves state-of-the-art performances. In this paper, we
use XLM-R to build a reader as the main component of the XLMRQA system
to extract candidate answers before transferring them into the answer selector.
Figure 4 shows an overview of the XLM-R-based Reader for the Vietnamese
language.

4.4 Answer Selector

The candidate answer list, the reading score list, and the retrieving score list are
fed into this component. Each score in the two score lists corresponds to each
answer in the answer list. Following Yang et al. [25], we then combine the reading
score with the retrieving score through linear interpolation to estimate the score
for each answer and find the answer with the highest score.

Scoreanswer = alpha ∗ ScoreReader + (1− alpha) ∗ ScoreRetriever (1)

where alpha is a hyper-parameter whose value is in the range [0,1], and alpha
is found by tuning with a thousand question-answer pairs extracted randomly
from the Train set.
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5 Experimental Evaluation

5.1 Baseline Systems

For baseline systems, we re-implement two QA systems that have achieved state-
of-the-art performance on English and Chinese corpora, including DrQA [2] and
BERTserini [25]. Also, we compare the two QA systems with our proposed system
using a powerful XLM-R-based reader, which obtains the best performance on
the machine reading comprehension task on the ViQuAD corpus [15].

5.2 Experimental Settings

We used a single NVIDIA Tesla P100 GPU on the Google Collaboratory server5

for all our experiments. We use sqlite36 to store the aggregated corpus from the
ViQuAD corpus [15]. We set up our experiments described as follows.

Text retriever: We implement two models for text retrievers, including
TF-IDF and Anserini. The TF-IDF model is based on the DrQA model with
the bi-gram language model. The Anserini model is a Python-compatible version
called Pyserini7. In addition, in analyzing the influence of word splitting on text
retrievers, we use pyvi8 as a word segmentation tool.

Text reader: We implement DrQA reader based on the DrQA system [2]
as text reader as the first model and trained through 30 epochs with batch-size
= 32. The pre-trained word embedding model when implementing the DrQA
model is ELMO [17,23]. We use powerful pre-trained language models: BERT [5]
and XLM-R [4] as text readers, of which the XLM-R model with two versions:
large and base. The BERT and XLM-R models are fine-tuned with the baseline
configurations provided by Huggingface9 and we set them with a number of
epochs = 2, a maximum string length = 384, and the learning rate = 2e-5.

5.3 Experimental Results

We assess the performance of each component, the end-to-end QA system and
analyze the experimental results.

5.3.1 Experimental Results of Text Retriever
First and foremost, all the passages in the corpus are indexed. The text retriever
then provides a score value to each passage, representing the likelihood that the
passage includes the answer. Text retriever selects k passages with the highest
score. P@k is used to assess the text retriever and is defined as the ratio of
ranked passages that contained the answers to the top K relevant passages. Given
5 https://colab.research.google.com/
6 https://docs.python.org/3/library/sqlite3.html
7 https://github.com/castorini/pyserini
8 https://pypi.org/project/pyvi/
9 https://huggingface.co/
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Q = {q1, q2, ..., qn} as a set of questions, the answer of q ∈ Q is aq, P ∈ Ps is
the passage containing aq where Ps if the set of passages in the corpus, and
P ∗
k (q) ⊂ Ps is the set of the top k passages predicted by the text retriever. P@k

is calculated using Formula 2.

P@k =
1

|Q|

n∑
1

{
1 if P ∈ P ∗

k (q),

0 Otherwise.
(2)

Table 2 shows the P@k of two text retrievers, and it shows the effect of word
segmentation for two text retrievers. Adding a word segmentation makes the
TF-IDF model less efficient as its P@k decreases overall instances of k, decreasing
by 5.60% on average. Pyserini model becomes more efficient when combined
with pyvi as a word segmentation tool. Overall, Pyserini increases accuracy on
all instances of k, increasing by 1.04% on average. Thus, when building the QA
systems, we use the word segmentation for Pyserini and not for TF-IDF.

Table 2: P@k of the text retriever on the Test set of the ViQuAD corpus.
TF-IDF TF-IDF+Pyvi Pyserini Pyserini+Pyvi

P@1 64.39 58.14 (-6.25) 64.89 68.51 (+3.62)
P@5 84.34 78.42 (-5.92) 85.52 86.47 (+0.95)
P@10 90.68 84.89 (-5.79) 89.95 91.22 (+1.27)
P@15 92.99 87.96 (-5.03) 92.08 93.08 (+1.00)
P@20 94.39 88.82 (-5.57) 93.76 93.98 (+0.22)
P@25 95.38 90.09 (-5.29) 94.71 94.76 (+0.05)
P@30 96.06 90.72 (-5.34) 95.25 95.45 (+0.20)

5.3.2 Experimental Results of Text Reader
Text reader is used for extracting candidate answers from questions and their
passages obtained by text retrievers. The text reader receives a question and a
passage as input of the reader. For the reading component, exact match (EM) and
F1 (following the evaluation of the ViQuAD corpus [15]) are the two assessment
measures employed to estimate the performance of the text reader.

Table 3: Evaluation of text readers on the ViQuAD corpus.
Dev Test

EM F1 EM F1

DrQA reader 44.60 65.99 39.10 62.92
mBERT 63.30 80.69 61.59 80.87
XLM-RBase 63.60 81.95 63.87 82.56
XLM-RLarge 73.23 88.36 70.29 86.86
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The performance of the text readers on the Dev and Test sets of the ViQuAD
corpus is shown in Table 3. The BERT and XLM-R models outperform the DrQA
Reader model in terms of overall performance. On the Test set of the ViQuAD
corpus, the XLMRLarge model outperforms the other models in both evaluation
metrics, with an F1 of 86.86 percent and an EM of 70.29 percent.

5.3.3 Experimental Results of Full QA Systems
The QA system is a complete system with three modules: text retriever, text
reader, and answer selector. We implement three QA systems, including DrQA
[2], BERTserini [25], and XLMRQA, where DrQA’s text retriever is TF-IDF,
and the other two are Pyserini. We use the DrQA reader for the DrQA system,
BERT [5] for the reader of BERTserini, and XLM-RLarge [4] for the reader of
XLMRQA. We use the two assessment metrics including EM and F1 scores to
measure QA systems’ performance.

The evaluation of the QA systems is shown in Table 4. The three systems in
ascending order of results are DrQA, BERTserini, and XLMRQA. The XLMRQA
QA system achieves the highest performance with EM and F1 set to the maximum
at k=5 with an F1 of 64.99% and an EM of 51.94% on the Test set. Similar to
XLMRQA, the BERTserini system achieves the best performance at k=5 with an
F1 of 58.30% and an EM of 39.46% on the ViQUAD Test set. The DrQA system
achieves the best performance with k ≥ 10, and these are equal. Nevertheless, we
have chosen k=10 as the official value for the DrQA system because it achieves
good performance in terms of time. At k=10, the DrQA system achieved an F1
of 37.86% and EM of 18.42% on the Test set.

Table 4: Performances of the Vietnamese QA systems with different k-values.

k
DrQA BERTserini XLMRQA

Dev Test Dev Test Dev Test
EM F1 EM F1 EM F1 EM F1 EM F1 EM F1

1 18.42 37.17 17.87 37.37 38.07 53.89 36.52 55.55 47.96 60.39 47.96 61.83
5 19.17 38.05 18.37 37.86 41.84 57.50 39.46 58.30 51.99 64.10 51.94 64.99
10 19.17 38.05 18.42 37.86 41.75 57.21 39.41 57.98 51.77 63.79 51.36 64.49
15 19.17 38.04 18.42 37.86 41.71 57.10 39.50 58.09 51.77 63.79 51.36 64.49
20 19.17 38.05 18.42 37.86 41.71 57.09 39.46 58.03 51.77 63.79 51.36 64.49
25 19.17 38.05 18.42 37.86 41.71 57.08 39.50 58.00 51.77 63.79 51.36 64.49
30 19.17 38.05 18.42 37.86 41.71 57.08 39.50 57.99 51.77 63.79 51.36 64.49

5.4 Result Analysis

The majority of the predicted answers are focused on the first five passages,
as seen in Figure 5. For example, the XLMRQA system shows that 83.40% of
the questions obtain predicted answers correctly when retrieving the passage



10 Nguyen et al.

96.1% 77.9% 83.4%

a) DrQA b) BERTSerini c) XLMRQA

3.9%

22.1% 16.6%
1<k<=5

k=1

Fig. 5: Distribution of where predicted answers appear in the set of k passages.

with k=1, and all questions with correct answers appear in the top five passages.
This explains the results in Table 4 that when k ≥ 10, the results on the Test
set are almost unchanged on both F1 and EM. The same is true for DrQA
and BERTserini systems. Up to 99.90% of the answers appear the first to fifth
passages in the DrQA system. This makes the results on the Test set of the DrQA
system unchanged with k ≥ 10.

Figure 6 shows the performance of QA systems for different types of questions.
Overall, the XLMRQA QA system achieved the highest performance based on EM
and F1 for all question types. The second-highest performing system is BERTserini,
and the last is DrQA. Our analysis shows that the amount and diversity of
question words and the complexity of the question impacted the performance
of QA systems for each question type. Because Why and How are challenging
to answer because they demand that the system comprehends the question and
the retrieved passage, QA systems do not perform well. When questions include
a limited number of questions but a large variety of question words (see Figure
2) makes it difficult for QA systems, resulting in poor performance. Although
the What type of question accounts for a vast number (nearly 50%) but has the
highest diversity of words to ask, the QA system is problematic in recognizing
and extracting answers. As for the How many question type, there is a shallow
diversity of words to ask (see Figure 2), so the performance of QA systems is
higher. Analyzing the performance of QA systems based on question types to
assess the difficulty level of Vietnamese questions for the QA task in ViQuAD
helps researchers explore better models for Vietnamese in the future.

Fig. 6: Evaluation of QA systems on question types of the test set of ViQuAD.
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Figure 7 shows the average answer length for each question type. We found
that the answers to the three types of What, Why, and How questions have
the largest length. Thus, the performances of the QA systems on these three
question types achieve low EM scores but high F1 scores. Especially with the
Why question type, although QA systems achieve deficient performance on EM,
QA systems achieve high performance on F1 because the answers to this type of
question are long. This shows that the evaluation of the QA task based on F1 is
only relative because it is easily dependent on the answer length.

Fig. 7: Average predicted answer length for each question type.

How many languages will our proposed system implement? A pow-
erful pre-trained language model XLM-RoBERTa using transformer architecture
supports 100 different languages (including low-resource languages). Based on
our guidelines for building QA systems with the Retriever-Reader-Selector mech-
anism in this paper, QA systems for other languages (especially low-resource
languages) can be easily adapted and re-implemented as baseline QA systems.
This proposed system can be extended to different datasets on other languages
such as KorQuAD (for Korean) [12], SberQuAD (for Russian) [9], JaQuAD (for
Japanese) [21], and FQuAD (for French) [8] in the near future.

6 Conclusion and Future Work

In this paper, we introduced XLMRQA, a QA system based on the retriever-reader-
selector mechanism for Vietnamese open-domain texts, which outperformed two
state-of-the-art question answering systems, DrQA [2], and BERTserini [25], on
the ViQuAD corpus [15]. For assessing the performance of three QA systems on
the ViQuAD corpus, we achieved the highest performance with the XLMRQA
system: EM of 51.94% and F1 of 64.99%. Analysis of the performance of QA
systems was performed on different types of questions. The results of our analysis
indicate that the types of challenging questions to be addressed in future studies
are How, Why, Where, and What. In the future, several future directions are
recommended: (1) integrating diverse question words as linguistic features into
the QA systems can boost their performances; (2) finding out a method to
leverage the power of monolingual and multilingual BERTology-based language
models [20]; and (3) expanding our QA system to other low-resource languages.
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