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Abstract. In this paper, we tackle the problem of monocular bokeh
synthesis, where we attempt to render a shallow depth of field image from
a single all-in-focus image. Unlike in DSLR cameras, this effect can not
be captured directly in mobile cameras due to the physical constraints of
the mobile aperture. We thus propose a network-based approach that is
capable of rendering realistic monocular bokeh from single image inputs.
To do this, we introduce three new edge-aware Bokeh Losses based on
a predicted monocular depth map, that sharpens the foreground edges
while blurring the background. This model is then finetuned using an
adversarial loss to generate a realistic Bokeh effect. Experimental results
show that our approach is capable of generating a pleasing, natural Bokeh
effect with sharp edges while handling complicated scenes.

Keywords: Bokeh Rendering - Generative Models - Depth estimation -
Edge Refinement - Image Translation

1 Introduction

The Bokeh effect is a highly desirable aesthetic effect in photography used to
make the subject stand out by blurring away the out-of-focus parts of the image.
This effect can be achieved naturally in Single-lens Reflex (SLR) cameras by
taking an image with a wide aperture lens and large focal length, producing an
image with a shallow depth of field (DoF). However, such shallow DoF effect
can not be achieved naturally on mobile devices, due to the short focal lengths,
small sensor and aperture sizes of mobile camera modules. As a result, the Bokeh
effect can only be rendered synthetically on mobile devices, for example with
stereo [23] or dual-pixel hardware [33] that provides a disparity map. This task is
further constrained when limited to a single, monocular camera which is common
particularly on mid to lower-end mobile devices.

In this paper, we propose a multi-stage, network-based approach that lever-
ages both edge refinement, adversarial training and bokeh appearance loss to
render a realistic bokeh effect from a single wide-DoF image. As Figure [2| shows,
our backbone bokeh generator network takes in a single image and its dispar-
ity map and outputs the rendered bokeh. We employ a depth estimation net-
work to produce a monocular disparity map which we use as a blurring cue for
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our backbone bokeh network. We also utilize this disparity map as a grey-scale
saliency mask, which is used to sharpen the foreground edges while smoothing
the background through three new loss functions. These losses create a strong,
yet slightly rough bokeh effect which is then refined adversarially through a
dual-scale PatchGAN [I6] discriminator that we train jointly with the model
backbone in a process similar to [28].

(a) Original Image (b) Disparity Map (c) Bokeh Output

Fig. 1: Given a single wide depth-of-field image, our model estimates the
corresponding disparity map using a Depth Prediction Transformer (DPT).
This map is then concatenated with the input image and then run through the
trained NAFNet model to produce a shallow depth-of-field image. Best viewed
from computer screen.

In summary, our main contributions are:

(1) Three new loss functions that use a greyscale saliency mask for edge-aware
bokeh rendering from monocular images taken with wide depth-of-field

(2) A multi-stage training scheme that adversarially refines the output produced
using the three aforementioned losses

(3) A computationally efficient blurring backbone, successfully applying the
NAFNet architecture to the task of Bokeh

2 Related Work

2.1 Computational Bokeh

A variety of different methods have been explored for synthetic Bokeh render-
ing in recent years. Classical rendering methods take into account the physics
of the image scene, before combining various different modules to construct an
automatic Bokeh render. Earlier methods, such as [31I3243] were limited to im-
ages in portrait mode. These methods relied on the segmentation of the image
foreground from the background, before applying a filter on the background to
achieve the Bokeh effect. Another class of methods, such as in [BIT0I27/34/37140],

blurred the image by making use of predicted depth maps, either through depth
estimates from monocular depth module [22J29030], stereo vision [2JI7], or through
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a moving camera using the parallax effect [5I39]. The input image is then de-
composed to multiple layers conditioned on the estimated depth map, and then
rendered back to front to prevent bleeding into the foreground. As for the actual
blur, many different methods have been adopted based on imaging physics in-
cluding convolutional filters such as in [31], or through physics-based scattering
methods such as in [27I33].

Recent advancements in Bokeh rendering have also seen the adoption of
neural-network based rendering methods to avoid boundary artifacts. For exam-
ple, [25I38] train a neural network to predict Bokeh effects from perfect (syn-
thetic) depth maps. Real perfect depth maps are hard to come by, however, so
other end-to-end network models have been introduced, such as in [6IT2IT4I28].
These models all use some sort of encoder-decoder structure to process the im-
age at multiples scales and use approaches such as monocular depth estimation
or image segmentation to improve bokeh results. Recent work by Peng et al.
[26] has also suggested combining the classical and network-based approaches to
improve controllability in the Bokeh process.

2.2 Monocular Depth Estimation

Many different approaches have been proposed for monocular depth estimation.
Earlier work by Eigen et al. [7] proposed a multi-scale DNN based on AlexNet
to generate a depth estimate. This method, however, suffered a number of key
dataset limitations, namely a small number of training samples and a lack of
variety.

Li et al. [22] proposed a new depth data collection system that allowed for
better generalization of depth models. This was followed by a breakthrough by
Ranftl et al. [30], who proposed a method for mixing multiple depth datasets
even with incomplete annotations. Both of these methods used a convolutional
architectures to create the depth prediction. Ranftl et al. [29] then showed that
a transformer backbone could be used to further improve the depth prediction
quality.

2.3 Generative Models

Generative Models [§] have been shown to generate realistic images while pre-
serving fine texture details. These models, however, have been shown to often
suffer from the problem of Modal Collapse. To remedy this, algorithms such as
WGAN [I] and WGAN-GP [9] have been proposed to enhance training stability.

Recent work has shown the success of GAN-based architectures on image
translation tasks such as in image deblurring [I8], single-image super resolution
[19135136], semantic segmentation [24], and so on. Conditional Adversarial Net-
works [16], in particular, have shown to generalize to arbitrary image translation
tasks. Recently, this framework has also been adopted to the task of monocular
bokeh synthesis [28] in refining the bokeh rendering quality.
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3 Proposed Method

Rendering an accurate bokeh effect from an all-in-focus image is a complicated
task that requires processing the image at multiple scales. For a network to learn
an accurate blur effect, it must (a) learn how to accurately segment out the in-
focus object regions by processing the image at a global scale and (b) learn an
accurate blur on the out-of-focus regions by processing the image on a local
scale. When the image is poorly segmented (a), however, blur in the out-of-focus
regions (b) can often bleed into the foreground, creating an unnatural bokeh
effect at boundary edges. Tackling both tasks (a) and (b) in a single end-to-end
neural network is thus extremely challenging without additional cues that aid in
the individual tasks.

We add a series of modules that aid in both tasks during training and infer-
ence. As shown in Figure [2] the major components of our network are:

i. A Dense Prediction Transformer (DPT) [29] based depth estimation module
that estimate the relative depth of the scene.

ii. A Nonlinear Activation Free Network (NAFNet) based generator module [4]
that takes in the all-in-focus image and depth map of the scene, and outputs
the depth-aware bokeh image.

iii. A dual-receptive field patch-GAN discriminator similar to the one proposed
in [28].

iv. A bokeh model based loss function that encourages sharp content in the
in-focus area and smooth content in the background area.

The bokeh output is generated by first running the input image through the
depth prediction module to produce a depth map D. The output D is then
concatenated with the original input image I and then run through the NAFNet
generator G to produce a shallow depth-of-field output G(I ® D).

3.1 Backbone Network

Given the translational nature of the Bokeh task, we adopt a backbone architec-
ture that performs well on such problems. Various backbone networks have been
proposed recently for image restoration tasks, such as [441]. In particular, the
NAFNet architecture [4] has been shown to maintain a relatively small memory
footprint while achieving exceptional output performance on such tasks. This
is achieved by replacing high complexity non-linear operators such as Softmax,
GELU, and Sigmoid with simple multiplications, thereby reducing the complex-
ity in computationally expensive attention estimation.

Due to the similar nature of the prediction task, we therefore use the NAFNet
architecture for our Bokeh backbone. Experimental results have shown (see sec-
tion that on the scale necessary for mobile devices (around width 12 or less),
that the difference in NAFNet width does not result in that large of a difference
in the quality of the output images. We thus use a smaller NAFNet model with
a width of 8. We empirically set the number of NAFblocks for the encoder to be



Bokeh-Loss GAN for Realistic Edge-Aware Bokeh 5

e —I—FN Bokeh
Generator
DPT Depth Network

Module

¥

Input

Bokeh Loss Foreground:"~
Encourage sharpness*

Bokeh Loss Background:
Encourage Smoothness*

Disparity Map [|ILk - * training only

Fig. 2: Bokeh-Loss GAN pipeline: We first generate the depth of the scene from
the all-sharp input, then combine the depth map and the input image, and feed
them to the bokeh generator network to produce the bokeh image. Besides
conventional L1 and SSIM losses, we introduce a depth-weighted bokeh loss, in
addition to a dual-scale discriminator loss.

[2,2,2,20] and the number of NAFBlocks for the decoder. We also concatenate 2
NAF blocks in the middle for a total of 36 NAFBlocks in the network. The total
number of parameters comes to around 1.047M parameters.

3.2 Depth Estimation Network

Our model uses a depth map estimate during both training and inference stages
as a blur and edge cue (see section . The depth map of the scenes are esti-
mated from a single monocular image by a dense prediction transformer (DPT)
[29]. We use the depth prediction model that was pre-trained on a large-scale
mixed RGB-to-depth “MIX 5” datasets [30]. We find empirically that such net-
works can generate realistic depth maps with smooth boundaries and fine-grain
details at object boundaries.

Fig.3: Comparison of Input images (left) with Depth Maps generated with
MegaDepth (center) and DPT (right) for two EBB inputs
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The generated depth map provides extra blurring clues to assist the back-
bone generator in creating better bokeh blur. Particularly, we found that accu-
rate depth boundaries help to generate noticeably more natural looking bokeh
boundaries than in previous methods.

3.3 Discriminator Loss

To improve perceptual quality of the final Bokeh output, we utilize a discrimi-
nator loss to ensure the perceived visual quality of the generated bokeh images.
Similar to [28], we use a multi-receptive-field Patch-GAN discriminator [16] as
part of our loss function. The model takes two patch-GAN discriminators, one

Global Discriminator Local Discriminator

input input
— > > output output

L] conv+instancenorm +Irelu

jconv

Fig. 4: Multi Receptive Discriminator

of depth 3 and one of depth 5 and averages the adversarial losses from both dis-
criminators into one loss. We use a A value of 1 for the WGAN gradient penalty
for the discriminator loss.

3.4 Bokeh Loss

In addition to the conventional L1, SSIM, and discriminator loss functions, we
propose a bokeh-specific loss. The core idea is that, for a natural bokeh, the
in-focus area should be sharp and the out-of-focus area should be blurred. Using
the depth map we generate in the DPT module as a greyscale saliency mask M,
we introduce the following loss functions:

First, we introduce a Foreground Edge Loss that tries to maximize the inten-
sity of the foreground edges. To do this, we first multiply our input image I with
the greyscale saliency mask M to obtain the in-focus regions of the image. We
compute the edge map (gradients) using Sobel filters in the 0°, 90° and +45°
directions which provides richer structure information, we then sum up the L1-
norms of the gradients, before normalizing. We then take the negative of this
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sum to maximize the foreground edge intensity rather than minimize it. The loss
is computed as follows:

~ ZZG{O°,:|:4570900} ’ SZ(I . M)H

Lforeedge(]:a M) = -

! (1)

hi-wi

where S, is the sobel convolution operator in the z direction to maximize the
intensities of the foreground.

While we wish to strengthen the intensity of the edges however, we also want
to create edges that are of a similar intensity to that of the output image. To
achieve this, we add an Edge Difference Loss:

Ledgediff(Iv ia M) = HLforeedge(i : M)| - |Lforeedge(1 . M)” (2)

that attempts to minimize the difference in foreground edge strength between
the input and the output image.

Finally, we add a Background Blur Loss Lpackbiur that encourages a smoother
blur for the background. We first multiply the input image I with the inverse of
the greyscale saliency mask M to obtain the out-of-focus regions. We then try
to minimize the total variation of the scene:

- 1

Lyackprur (I, M) = T TV(L-(1-M)) 3)
i Wi

where the added factor is used to normalize the loss.
In summary, we add three new loss functions:

— A Foreground Edge Loss that encourages sharper edges seperating the fore-
ground and the background

— An FEdge Difference Loss that encourages similar edge intensities for the
input and output image

— A Background Blur Loss that encourages a smoother background with less
noise.

Qualitative results have shown that these losses induce sharp, albeit slightly
distorted edges, along with a smooth background, which when combined with
the adversarial loss, appears to increase the overall MOS of the output (see

section .

3.5 Training Setup

In order to get the sharp edges and smooth background induced by the Bokeh
losses while maintaining a natural blur and avoiding edge artifacts, we adopt a
dual-stage strategy for model training.

In the first, “pretraining” stage, we use a weighted sum of L1 loss, SSIM loss,
and our three aforementioned “Bokeh” losses, using the depth map as a greyscale
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mask to separate the foreground from the background. The final loss-function
for this stage was given by

Lyretrain = 0.5 X L1 +0.05 X Lgsry +0.005 X Leggediff (4)
+ 0.1 x Lbackblur + 0.005 x Lfo’reedge

where the final weights were determined experimentally. This pretraining stage
then creates a rough bokeh effect with sharp, albeit slightly distorted edges and
a smooth background.

In the second stage, the model is finetuned with a weighted sum of L1 loss,
SSIM loss, VGG perceptual loss, and an adversarial loss from the dual-scale
PatchGAN discriminator that is trained jointly in the second stage using the
WGGAN-GP method [9]. This second stage refines the distorted edges and the
background to generate a realistic bokeh effect. The refinement loss thus took
the form

Lrefinement =05%xL1+0.1%x Lygg+0.05 % Lssiar + Ladw (5)

where the weights were again determined experimentally. The adversarial loss
Lagy is weighted the highest with a coefficient of 1 in order to allow the discrim-
inator to play the leading role in the refining phase.

4 Experiments

In this section, we introduce our experimental setting and compare both the
qualitative and quantitative performance of our solution to current state-of-the-
art architectures that were designed for this problem, along with other models
that were submitted as part of the AIM 2022 Real-Time Rendering Realistic
Bokeh challenge. We also conduct a series of ablation studies to analyze the
different effects of various factors.

4.1 Experimental Setup

Technical Specifications Our method uses standard Pytorch packages and
the Pytorch Lightning framework for training. All models were trained on 8 32G
Nvidia V100 GPUs, 383G RAM, and 40 CPUs.

In training, we cropped all images to 1024 x 1024 sized patches as inputs.
The final models were all trained with batch size 2, with 60 epochs for the first
stage and 60 epochs for the second stage. For optimization, we use the Adam
optimizer with learning rate le — 4 for both the backbone and the discrminator,

Dataset The Everything is Better with Bokeh! (EBB!) dataset [12] was released
as part of the AIM 2022 Real-Time Rendering Realistic Bokeh Challenge. The
dataset consists of 4696 shallow/wide depth-of-field image pairs for training and
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200 images for validation and testing respectively. The image pairs were shot
with a Cannon 7D DSLR camera taken with a narrow aperture (f/16) for the
all-in-focus input image and a wide aperture (f/1.8) for the Bokeh ground truth
image. The photos are taken in a wide variety of scenes, all in automatic mode,
and are aligned using SIFT keypoint matching and the RANSAC method as
n [I1]], before being cropped to a common region. Despite this, we found that
many of the images suffered from either poor alignment or inconsistent lighting.
We thus manually pruned the training dataset down to 4425 images, to help the
model learn a better bokeh effect. We then took out 200 images for validation
(which we call Val200) before submitting our final results.

4.2 Quantitative and Qualitative Evaluation

Quantitative Evaluation Our model was submitted to the AIM 2022 Real-
Time Rendering Realistic Bokeh Challenge [15], where the goal is to achieve
shallow depth-of-field with the best perceptual quality compared to the ground
truth .

Our solution was submitted only to Track 2 (unconstrained time) due to
flex delegates that were used in the conversion from Pytorch to TFLite which
makes our model unable to run on a mobile GPU. Our model achieved the best
Learned Perceptual Image Patch Similarity (LPIPS) [42] score (lower is better),
as shown in Table [I| which shows the performance of our model. Our model
also yielded high scores on fidelity metrics, achieving the second best PSNR
and SSIM scores. All models were run on a Kirin 9000 5G Processor, with the
corresponding runtime being checked through the AI Benchmark [I3] app.

Team PSNR 1 | SSIM 1 | LPIPS | |Avg. Run-
time(s)
xiaokaoji 22.76 0.8652 0.2693 0.125
MinsuKwon 22.89 0.8754 0.2464 1.637
hxin 20.08 0.7209 0.4349 1.346
sensebrain 22.81 0.8653 0.2207 12.879

Table 1: Quantitative results of our method from the Unconstrained CPU track
of AIM 2020 Rendering Realistic Bokeh Challenge.

Note that the runtime shown in the table above is the runtime of the TFLite
model. The runtime of the pytorch model on CPU is 0.95s.

Qualitative Evaluation In this section, we provide sample visual results of our
model compared to the results of the current state-of-the-art solutions trained
specifically for Bokeh rendering [T12J28]. As shown in Figure 5| our model has a
blur quality that is similarly natural compared to BGGAN [28], while performing
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better in quality than PyNET. On the other hand, the edges are sharper and
more prominent in our model compared to other models, while the salient regions
also remain sharper.

Fig. 5: Results of our model on the EBB test dataset. From left to right: input
image, results of PyNET, results of BGGAN, our results. Our model is able to
attain a strong blur while maintaing a sharp foreground. Best viewed from
computer screen.
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4.3 Ablation Studies

As mentioned before, our model consists of various different components and is
trained in a multi-stage manner with a combination of different losses and cues.
In this section, we analyze the effects of different parts of the model through a
comparison of the outputs on the Val200 validation set.

Blurring Cues One of the main aspects of our network is the addition of a
depth prediction module in DPT to help guide the blur. This is done through
a concatenation of the original input image I with the depth map generated by
running the input image through a depth estimation module D, before running
through a backbone.

Other blur cues, such as a binary saliency mask or a defocus map can also
be used, however, to help guide the blur. We thus tried concatenating various
different alternatives to the depth map we generated using the DPT module,
including a binary saliency mask generated through the TRACER algorithm
[21] and a defocus map generated by DMENet [20].

As we are only trying to compare the concatenated input map (eg. depth
map, saliency map, defocus map) as a blurring clue and not a saliency mask
for sharpening during the Bokeh Loss (see , we only compare the result of
concatenating the input channel and running the NAFNET/GAN setup without
any bokeh losses.

Blur Cue PSNR SSIM MOS
Depth Map (DPT) 23.70 0.867 4.01
Saliency Mask 23.26 0.863 3.72
(TRACER)
Defocus Map 22.00 0.800 3.30
(DMENet)

Table 2: Quantitative and qualitative results of GAN-based training with
various different blur cues on the Val200 dataset.

As shown in Table 2] we found that the depth map performed the best in
terms of blur cues across all metrics. This was largely due to the quality of
the depth map that was geenrated, compared to the saliency and defocus maps
that were generated through the TRACER [2I] and DMENet [20] algorithms
respectively. We thus chose the depth map as our main blurring cue.

In particular, we found that the bokeh images generated using the depth
map had not only the best blur quality, but also the most natural foreground
boundaries. This motivated us to use the depth map for the bokeh loss as well.

Bokeh Loss To test the effectiveness of the Bokeh losses, we ran an ablation
study comparing results of the model with and without them. All models here
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use the depth map as a blur cue. The second model uses the depth map also as
a greyscale mask for the bokeh loss.

Model PSNR SSIM MOS

NAFNet8 (GAN/No 23.70 0.867 101
Bokeh Loss)

NAFNet8 23.475 0.868 4.23

(GAN/Bokeh Loss
during pretraining)

Table 3: Results of different training strategies for the Bokeh Loss

As shown in table [3] the addition of the Bokeh loss provides a substantial
increase in the MOS, with the edges being noticeably sharper and the background
smoother.

Model Backbone To test the effectiveness of our model backbone, we tested
the effect of switching the 8-layer NAFNet backbone with two cascading U-Nets
(GlassNet) similar to in [28]. Both models were trained with the full pipeline,
using the Bokeh losses in the pretraining stage (as described in section [3]) and
the dual-scale GAN in the refinement stage.

Backbone No. of PSNR SSIM MOS
Parameters

GlassNet 10.353M 22.956 0.875 4.25

8-Layer NAFNet 1.047TM 23.475 0.868 4.23

Table 4: Results of different backbones for the pipeline

We found that the 8-layer NAFNet performed almost identically similar to
the GlassNet proposed in [28] despite having only around a tenth of the parame-
ters. This justified our choice of switching the model backbone for the NAFNet.

NAFNet Width As discussed in section the NAFNet contains a variable
number of width and number of enclosing/decoding/middle blocks. The main
two factors in determining model complexity are the width of the NAFBlocks
and the number of NAFBlocks. As discussed in [4], an increase in the number of
blocks has shown to not increase latency greatly while greatly improving model
performance on the original image restoration task. On the other hand, due to
memory constraints of mobile devices, the bottleneck in the model prediction is
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instead the width of the NAFBlocks, due to the amount of processing needed
for wider blocks.

We thus chose to reduce the width of the individual NAFBlocks from the
original NAFBlock width of 32. This reduction of width, however, must be bal-
anced with our desire to process the input images at multiple (global and local)
scales. Based on these considerations, we ran an ablation study to find a suitable
balance between model width and computational complexity.

NAFBIlock No. of PSNR SSIM MOS
Width Parameters

4 277K 23.603 0.850 3.57

8 1.047M 23.475 0.868 4.23

12 2.311M 23.298 0.866 4.31

Table 5: Quantitative and qualitative results of 36-block NAFNet with various
different widths

Due to model size considerations, we found that the backbone needed to have
a width of 12 or lower to fit on a mobile device. As shown in table[5] there is not
a significant difference in MOS for widths above 8 layers, while the parameter
count increases greatly, unlike in the shift from a width of 4 to 8 (where there is
a big increase in MOS). We thus chose a final NAFBlock width of 8.

5 Conclusions

We have presented a new method for monocular bokeh synthesis to generate
natural shallow depth-of-field images. By using a monocular depth estimate as
both a blur cue and a greyscale saliency mask for three new “bokeh-specific”
loss functions, our model was able to produce images with sharp foreground
edges and a smooth background. Coupled with a multi-receptive field conditional
adversarial network [10] as part of a dual-stage training process, our model was
able to achieve a sharp, yet natural bokeh render. Extensive ablations are then
presented to validate the effect of each of the individual modules. In the future,
we can explore adding radiance modules to help render the bokeh effect in a
more physics-based manner, along with using a smaller depth-prediction module
to decrease the inference time on TFLite.

A Pytorch to TFLite Conversion

Our model was converted from Pytorch to TFLite through a two-part process.
First, we converted the trained NAFNet model using the Pytorch — Onnx —
Tensorflow pipeline, and then combined a pretrained DPT net (which was pre-
written in Tensorflow) in tensorflow with our saved Tensorflow NAFNet module.
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We then ran a conversion from Tensorflow — TFLite by first saving the resulting
Tensorflow Module as a frozen graph and then exporting it to TFLite using the
version 2 converter.

Acknowledgements

We would like to thank the team at Sensebrain Technology for their helpful
suggestions. We did not receive external funding or additional revenues for this
project.

References

1.

10.

11.

Arjovsky, M., Chintala, S., Bottou, L.: Wasserstein gan (2017).
https://doi.org/10.48550/ARXIV.1701.07875), https://arxiv.org/abs/1701.
07875

. Barron, J.T., Adams, A., Shih, Y., Herndndez, C.: Fast Dbilateral-

space stereo for synthetic defocus. In: 2015 IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR). pp. 4466-4474 (2015).
https://doi.org/10.1109/CVPR.2015.7299076

Busam, B., Hog, M., McDonagh, S., Slabaugh, G.G.: Sterefo: Efficient image re-
focusing with stereo vision. CoRR abs/1909.13395 (2019), http://arxiv.org/
abs/1909.13395

Chen, L., Chu, X., Zhang, X., Sun, J.: Simple baselines for image restoration. arXiv
preprint arXiv:2204.04676 (2022)

Davidson, P., Mansour, M., Stepanov, O., Piché, R.: Depth estimation from mo-
tion parallax: Experimental evaluation. In: 2019 26th Saint Petersburg Interna-
tional Conference on Integrated Navigation Systems (ICINS). pp. 1-5 (2019).
https://doi.org/10.23919/ICINS.2019.8769338

Dutta, S., Das, S.D., Shah, N.A., Tiwari, A.K.: Stacked deep multi-scale hierarchi-
cal network for fast bokeh effect rendering from a single image. In: 2021 IEEE/CVF
Conference on Computer Vision and Pattern Recognition Workshops (CVPRW).
pp- 2398-2407 (2021). https://doi.org/10.1109/CVPRW53098.2021.00272

Eigen, D., Puhrsch, C., Fergus, R.: Depth map prediction from a single image
using a multi-scale deep network. CoRR abs/1406.2283 (2014), http://arxiv.
org/abs/1406.2283

Goodfellow, I1.J., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D.,
Ozair, S., Courville, A., Bengio, Y.: Generative adversarial networks (2014).
https://doi.org/10.48550/ ARXIV.1406.2661, https://arxiv.org/abs/1406.2661
Gulrajani, I., Ahmed, F., Arjovsky, M., Dumoulin, V., Courville, A.C.: Improved
training of wasserstein gans. CoRR abs/1704.00028 (2017), http://arxiv.org/
abs/1704.00028

Ha, H., Im, S., Park, J., Jeon, H.G., Kweon, LS.: High-quality depth
from uncalibrated small motion clip. In: 2016 IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR). pp. 5413-5421 (2016).
https://doi.org/10.1109/CVPR.2016.584

Ignatov, A., Kobyshev, N., Timofte, R., Vanhoey, K.: Dslr-quality photos
on mobile devices with deep convolutional networks. In: 2017 IEEE In-
ternational Conference on Computer Vision (ICCV). pp. 3297-3305 (2017).
https://doi.org/10.1109/ICCV.2017.355


https://doi.org/10.48550/ARXIV.1701.07875
https://arxiv.org/abs/1701.07875
https://arxiv.org/abs/1701.07875
https://doi.org/10.1109/CVPR.2015.7299076
http://arxiv.org/abs/1909.13395
http://arxiv.org/abs/1909.13395
https://doi.org/10.23919/ICINS.2019.8769338
https://doi.org/10.1109/CVPRW53098.2021.00272
http://arxiv.org/abs/1406.2283
http://arxiv.org/abs/1406.2283
https://doi.org/10.48550/ARXIV.1406.2661
https://arxiv.org/abs/1406.2661
http://arxiv.org/abs/1704.00028
http://arxiv.org/abs/1704.00028
https://doi.org/10.1109/CVPR.2016.584
https://doi.org/10.1109/ICCV.2017.355

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Bokeh-Loss GAN for Realistic Edge-Aware Bokeh 15

Ignatov, A., Patel, J., Timofte, R.: Rendering natural camera bokeh effect with
deep learning. CoRR abs/2006.05698 (2020), https://arxiv.org/abs/2006.
05698

Ignatov, A., Timofte, R., Kulik, A., Yang, S., Wang, K., Baum, F., Wu, M., Xu,
L., Van Gool, L.: Ai benchmark: All about deep learning on smartphones in 2019.
In: 2019 IEEE/CVF International Conference on Computer Vision Workshop (IC-
CVW). pp. 3617-3635 (2019). [https://doi.org/10.1109/ICCVW.2019.00447
Ignatov, A., Timofte, R., Qian, M., Qiao, C., Lin, J., Guo, Z., Li, C., Leng, C.,
Cheng, J., Peng, J., et al.: Aim 2020 challenge on rendering realistic bokeh. In:
European Conference on Computer Vision. pp. 213-228. Springer (2020)

Ignatov, A., Timofte, R., et al.: Efficient bokeh effect rendering on mobile gpus
with deep learning, mobile ai & aim 2022 challenge: Report. In: Proceedings of the
European Conference on Computer Vision (ECCV) Workshops (2022)

Isola, P., Zhu, J., Zhou, T., Efros, A.A.: Image-to-image translation with condi-
tional adversarial networks. CoRR abs/1611.07004 (2016), http://arxiv.org/
abs/1611.07004

Kamencay, P., Breznan, M., Jarina, R., Lukac, P., Radilova, M.: Improved depth
map estimation from stereo images based on hybrid method. Radioengineering 21
(04 2012)

Kupyn, O., Budzan, V., Mykhailych, M., Mishkin, D., Matas, J.: De-
blurgan: Blind motion deblurring using conditional adversarial networks
(2017). |https://doi.org/10.48550/ARXIV.1711.07064, https://arxiv.org/abs/
1711.07064

Ledig, C., Theis, L., Huszar, F., Caballero, J., Aitken, A.P., Tejani, A., Totz,
J., Wang, Z., Shi, W.: Photo-realistic single image super-resolution using a gen-
erative adversarial network. CoRR abs/1609.04802 (2016), http://arxiv.org/
abs/1609.04802

Lee, J., Lee, S., Cho, S., Lee, S.: Deep defocus map estimation using domain
adaptation. In: The IEEE Conference on Computer Vision and Pattern Recognition
(CVPR) (June 2019)

Lee, M.S., Shin, W., Han, S.W.: TRACER: extreme attention guided salient object
tracing network. CoRR abs/2112.07380 (2021), https://arxiv.org/abs/2112.
07380

Li, Z., Snavely, N.: Megadepth: Learning single-view depth prediction from internet
photos. CoRR abs/1804.00607 (2018), http://arxiv.org/abs/1804.00607
Liu, D., Nicolescu, R., Klette, R.: Bokeh effects based on stereo vision. In: Az-
zopardi, G., Petkov, N. (eds.) Computer Analysis of Images and Patterns. pp.
198-210. Springer International Publishing, Cham (2015)

Majurski, M., Manescu, P., Padi, S., Schaub, N., Hotaling, N., Simon, C., Ba-
jesy, P.: Cell image segmentation using generative adversarial networks, trans-
fer learning, and augmentations. In: 2019 IEEE/CVF Conference on Computer
Vision and Pattern Recognition Workshops (CVPRW). pp. 1114-1122 (2019).
https://doi.org/10.1109/CVPRW.2019.00145

Nalbach, O., Arabadzhiyska, E., Mehta, D., Seidel, H., Ritschel, T.: Deep shading;:
Convolutional neural networks for screen-space shading. CoRR abs/1603.06078
(2016), http://arxiv.org/abs/1603.06078

Peng, J., Cao, Z., Luo, X., Lu, H., Xian, K., Zhang, J.: Bokehme: When neural ren-
dering meets classical rendering. In: Proceedings of the IEEE/CVF International
Conference on Computer Vision and Pattern Recognition (CVPR) (2022)


https://arxiv.org/abs/2006.05698
https://arxiv.org/abs/2006.05698
https://doi.org/10.1109/ICCVW.2019.00447
http://arxiv.org/abs/1611.07004
http://arxiv.org/abs/1611.07004
https://doi.org/10.48550/ARXIV.1711.07064
https://arxiv.org/abs/1711.07064
https://arxiv.org/abs/1711.07064
http://arxiv.org/abs/1609.04802
http://arxiv.org/abs/1609.04802
https://arxiv.org/abs/2112.07380
https://arxiv.org/abs/2112.07380
http://arxiv.org/abs/1804.00607
https://doi.org/10.1109/CVPRW.2019.00145
http://arxiv.org/abs/1603.06078

16

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

B. Lee et al.

Peng, J., Luo, X., Xian, K., Cao, Z.: Interactive portrait bokeh rendering system.
In: 2021 IEEE International Conference on Image Processing (ICIP). pp. 2923-
2927 (2021). https://doi.org/10.1109/ICIP42928.2021.9506674

Qian, M., Qiao, C., Lin, J., Guo, Z., Li, C., Leng, C., Cheng, J.: Bggan: Bokeh-
glass generative adversarial network for rendering realistic bokeh. In: European
Conference on Computer Vision

Ranftl, R., Bochkovskiy, A., Koltun, V.: Vision transformers for dense prediction.
In: Proceedings of the IEEE/CVF International Conference on Computer Vision.
pp. 1217912188 (2021)

Ranftl, R., Lasinger, K., Hafner, D., Schindler, K., Koltun, V.: Towards robust
monocular depth estimation: Mixing datasets for zero-shot cross-dataset transfer.
IEEE transactions on pattern analysis and machine intelligence (2020)

Shen, X., Hertzmann, A., Jia, J., Paris, S., Price, B., Shechtman, E., Sachs, I.:
Automatic portrait segmentation for image stylization. In: Proceedings of the 37th
Annual Conference of the European Association for Computer Graphics. p. 93—102.
EG ’16, Eurographics Association, Goslar, DEU (2016)

Shen, X., Tao, X., Gao, H., Zhou, C., Jia, J.: Deep automatic portrait matting. In:
Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) Computer Vision — ECCV 2016.
pp. 92-107. Springer International Publishing, Cham (2016)

Wadhwa, N., Garg, R., Jacobs, D.E., Feldman, B.E., Kanazawa, N., Car-
roll, R., Movshovitz-Attias, Y., Barron, J.T., Pritch, Y., Levoy, M.: Synthetic
depth-of-field with a single-camera mobile phone. ACM Trans. Graph. 37(4)
(jul 2018). https://doi.org/10.1145/3197517.3201329, https://doi.org/10.1145/
3197517.3201329

Wang, L., Shen, X., Zhang, J., Wang, O., Lin, Z., Hsieh, C., Kong, S., Lu, H.:
Deeplens: Shallow depth of field from A single image. CoRR abs/1810.08100
(2018), http://arxiv.org/abs/1810.08100

Wang, X., Xie, L., Dong, C., Shan, Y.: Real-esrgan: Training
real-world blind super-resolution with pure synthetic data (2021).
https://doi.org/10.48550/ ARXIV.2107.10833) https://arxiv.org/abs/2107.
10833

Wang, X., Yu, K., Wu, S., Gu, J., Liu, Y., Dong, C., Loy, C.C., Qiao,
Y., Tang, X.. Esrgan: Enhanced super-resolution generative adversarial net-
works (2018). |https://doi.org/10.48550/ARXIV.1809.00219, https://arxiv.org/
abs/1809.00219

Xian, K., Peng, J., Zhang, C., Lu, H., Cao, Z.: Ranking-based salient ob-
ject detection and depth prediction for shallow depth-of-field. Sensors 21(5)
(2021). https://doi.org/10.3390/s21051815, https://www.mdpi.com/1424-8220/
21/5/1815

Xijao, L., Kaplanyan, A., Fix, A., Chapman, M., Lanman, D.: Deepfocus:
Learned image synthesis for computational displays. ACM Trans. Graph.
37(6) (dec 2018). https://doi.org/10.1145/3272127.3275032, https://doi.org/
10.1145/3272127.3275032

Xing, H., Cao, Y., Biber, M., Zhou, M., Burschka, D.: Joint prediction of monoc-
ular depth and structure using planar and parallax geometry. Pattern Recogni-
tion 130, 108806 (oct 2022). https://doi.org/10.1016/j.patcog.2022.108806, https:
//doi.org/10.1016%2Fj.patcog.2022.108806

Yu, F., Gallup, D.: 3d reconstruction from accidental motion. In: 2014 IEEE
Conference on Computer Vision and Pattern Recognition. pp. 3986-3993 (2014).
https://doi.org/10.1109/CVPR.2014.509


https://doi.org/10.1109/ICIP42928.2021.9506674
https://doi.org/10.1145/3197517.3201329
https://doi.org/10.1145/3197517.3201329
https://doi.org/10.1145/3197517.3201329
http://arxiv.org/abs/1810.08100
https://doi.org/10.48550/ARXIV.2107.10833
https://arxiv.org/abs/2107.10833
https://arxiv.org/abs/2107.10833
https://doi.org/10.48550/ARXIV.1809.00219
https://arxiv.org/abs/1809.00219
https://arxiv.org/abs/1809.00219
https://doi.org/10.3390/s21051815
https://www.mdpi.com/1424-8220/21/5/1815
https://www.mdpi.com/1424-8220/21/5/1815
https://doi.org/10.1145/3272127.3275032
https://doi.org/10.1145/3272127.3275032
https://doi.org/10.1145/3272127.3275032
https://doi.org/10.1016/j.patcog.2022.108806
https://doi.org/10.1016%2Fj.patcog.2022.108806
https://doi.org/10.1016%2Fj.patcog.2022.108806
https://doi.org/10.1109/CVPR.2014.509

41.

42.

43.

Bokeh-Loss GAN for Realistic Edge-Aware Bokeh 17

Zamir, SW., Arora, A., Khan, S., Hayat, M., Khan, F.S., Yang, M.H.: Restormer:
Efficient transformer for high-resolution image restoration. In: Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition. pp. 5728—
5739 (2022)

Zhang, R., Isola, P., Efros, A.A., Shechtman, E., Wang, O.: The unreasonable effec-
tiveness of deep features as a perceptual metric. CoRR abs/1801.03924 (2018),
http://arxiv.org/abs/1801.03924

Zhu, B., Chen, Y., Wang, J., Liu, S., Zhang, B., Tang, M.: Fast deep matting
for portrait animation on mobile phone. CoRR abs/1707.08289 (2017), http:
//arxiv.org/abs/1707.08289


http://arxiv.org/abs/1801.03924
http://arxiv.org/abs/1707.08289
http://arxiv.org/abs/1707.08289

	Bokeh-Loss GAN: Multi-Stage Adversarial Training for Realistic Edge-Aware Bokeh

