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Abstract. Process mining allows organizations to obtain relevant insights into
the execution of their processes. However, the starting point of any process min-
ing analysis is an event log, which is typically not readily available in practice.
The extraction of event logs from the relevant databases is a manual and highly
time-consuming task, and often a hurdle for the application of process min-
ing altogether. Available support for event log extraction comes with different
assumptions and requirements and only provides limited automated support. In
this paper, we therefore take a novel angle at supporting event log extraction. The
core idea of our paper is to use an existing process model as a starting point and
automatically identify to which database tables the activities of the considered
process model relate to. Based on the resulting mapping, an event log can then
be extracted in an automated fashion. We use this paper to define a first approach
that is able to identify such a mapping between a process model and a database.
We evaluate our approach using three real-world databases and five process mod-
els from the purchase-to-pay domain. The results of our evaluation show that our
approach has the potential to successfully support event log extraction based on
matching.

Keywords: Event log extraction - Natural language processing - Automated
matching

1 Introduction

Process mining is used in many different organizations for tasks such as analyzing,
improving, and auditing business processes [5,9,18]. However, the application of pro-
cess mining requires an event log [1], which is often not readily available in practice [4].
One of the main reasons is that the information systems supporting the execution of
many business processes do not produce event logs that can be used for process min-
ing. As a result, event logs need to be extracted manually by exploring the underlying
databases of these information systems. In essence, every activity executed in the con-
text of the business process must be manually related to specific tables in the database.
This mapping is then used to extract the event log. This effort for event log extraction
is very time-consuming and requires considerable manual work [20]. It, thus, creates a
substantial hurdle for the application of process mining in practice [22].
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Recognizing this, many researchers have developed techniques to support the
extraction of event logs. However, they usually require creating an intermediate data
model [16] or using instance data [13]. Furthermore, they do not automatically identify
the mapping between the tables of a database and the activities of a considered pro-
cess because they do not focus on extracting event logs that relate to an already known
process flow.

In this paper, we propose a novel approach for supporting event log extraction that
takes an existing process model as a starting point. The core idea is to automatically
identify to which database tables the activities of a given process model relate to and,
based on the resulting mapping, provide an effective alternative for event log extrac-
tion. In prior work, the problem of mapping entities from two different representa-
tions has been addressed in various contexts. Among others, researchers have proposed
techniques for finding mappings between database schemas [14,17], between ontolo-
gies [10,11], or between process models [21,23]. Such techniques for automatically
deriving mappings between two different representations are commonly referred to as
matchers [23]. However, to the best of our knowledge, there is no approach available
that focuses on identifying a mapping between a database and a process model [20].
To accomplish this, we build on a two layer matching architecture and different notions
of similarity.

The remainder of the paper is structured as follows. In Sect.2, we illustrate the
problem of and the challenges related to creating a mapping between database tables
and process model activities. In Sect. 3, we describe our proposed approach to support
event log extraction based on matching. Section4 evaluates an implemented proof-of-
concept. Finally, in Sect.5, we discuss related work and in Sect. 6, we conclude this

paper.

2 Problem Illustration and Challenges

In this paper, we approach the problem of event log extraction from a matching per-
spective. More specifically, we aim to develop an approach that automatically identifies
a mapping between the tables of a database and the activities of a given process model.
To illustrate the problem and the associated challenges, consider the example shown
in Fig. 1. It shows a simplified purchase-to-pay process model (extracted from [5]) and
a corresponding exemplary database. The goal of our approach is to identify for each
activity from a given model to which database table it relates (if any). Formally, such
a mapping is a relation over the activities and tables, such that (a, t) maps activity a
to table ¢. In other words, table ¢ contains data of an event for activity a. A poten-
tial mapping is a candidate mapping that needs to be verified for correctness. Figure 1
depicts several potential mappings. The relations with a checkmark are correct map-
pings, whereas the mappings marked with a cross are incorrect. Automatically identi-
fying the correct mappings comes with four main challenges:

1. Large search space: Given that databases often contain hundreds of tables, the search
space for the mapping is typically very big. To illustrate this, consider the example
from Fig. 1. The combination of 6 activities and 26 tables already results in over 300
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Fig. 1. A process model, a database, and the mappings between them.

million possible mappings. A useful matching technique, therefore, must be able
to effectively reduce the search space and precisely recognize which activity-table
pairs represent correct mappings.

. Granularity differences: Processes and databases dramatically differ in their level of

granularity. While a process model typically only has a handful of activities [6], a
database often has hundreds of tables. This causes two related problems. First, this
means that a single activity may have multiple corresponding tables. For example,
in Fig. 1, the activity “Receive payment” produces a payment entry for the database
table “pay_group” while also producing an update of an entry in the table “invoice”.
Second, this means that a single table may have multiple corresponding activities.
For example, the table “invoice” stores data about a newly created invoice produced
by the activity “Emit invoice”. The same table also reflects a payment status updated
via the execution of the activity “Receive payment”.

. Scope differences: The scope of the process model and the database rarely overlap

to a full extent. As a result, the mapping between process model and database is
partial. This means that some activities do not have a correspondence to any table
and, the other way around, many tables do not have a correspondence to any activ-
ity. For example, in Fig. 1, the activity “Archive order” may be related to a manual
status update executed on an external system managed by another department of the
organization and, therefore, does not relate to any of the tables of the considered
database.

. Ambiguous semantics: Both process models and database tables typically have very

short labels. As a result, it is often hard to identify which words from the considered
labels carry the important semantics. To illustrate this, consider the activity “Ship
product” from Fig. 1. We can see that this activity contains the action “ship” and the
object “product”. In Fig. 1 it is, however, incorrectly mapped to the table “product”
instead of “ship_group”. The problem is that it is hard to evaluate which term should
be used in this context to decide about the mapping since both “ship” and “product”
are used in the database tables.
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In this work, we make a first attempt to address these challenges. We propose an
approach that identifies a set of potential mappings between process model activities
and database tables. While this does not provide the user with a final set of correct
mappings, the user is provided with a small set of potential mappings. From those,
the user can simply select the correct mappings and, hence, no longer needs to look at
all possible mappings and identify each mapping manually. We realize that this only
represents a first step. We are, nonetheless, convinced that this already dramatically
reduces the burden of the process analyst and saves a considerable amount of manual
work. In the next section, we introduce our approach on a conceptual level.

3 Mapping Database Tables to Process Activities

In this section, we describe our matching approach to automatically map database tables
to process model activities. We first present an overview of the architecture of our
matching approach in Sect.3.1. Then, in Sect. 3.2 and Sect. 3.3, we discuss the main
components of our matcher in detail.

3.1 Overview

Figure 2 shows the architecture of our proposed approach. The first module is respon-
sible for preprocessing and feeding input data into the matcher. Among others, the
preprocessing component parses the input, removes irrelevant tokens (such as punctu-
ation), and turns all strings into lower case. The input data includes a database and a
process model. At this point, we expect that both have already been transformed into
a textual format and are provided as CSV files. These files contain the table attributes
from the database (e.g., tables names, descriptions, and columns with their names and
descriptions), and the activity labels from the process model.

Inspired by [7], the matcher module consists of two main components: a first- and a
second-line matcher (1LM and 2LLM), where the 2LLM builds on the output of the 1LM.
The matcher automatically generates a set of potential mappings. To generate these
potential mappings, we leverage natural language processing (NLP) techniques and the
available input information. The main intuition behind relying on NLP techniques is that
tables and activities with similar names are more likely to be conceptually similar and,
therefore, related. In the following sections, we explain the details of the components
from the matcher module.

Database Matcher

Potential
Mappings

Process Model Preprocessing [— 1LM > 2LM

Fig. 2. Architectural overview of our approach.
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3.2 First-Line Matcher (1LM)

Our approach starts with analyzing the set of activity labels A of the process model and
tables T of the database using different similarity metrics. For each table, we consider
all database table attributes, denoted by R. Then, for each activity a and database table
attribute ¢,., several similarity measures are calculated. This results in a set of similarity
matrices M, for each similarity measure s.

Table 1 shows a cohort of the similarity matrix Mg 4xg) for the normalized
Levenshtein-based similarity measure on a process model with two activities, “Cre-
ate order” and “Create invoice”, and a database consisting of two tables, “Order”
and “Invoice”. In this example, the table “Order” has two columns: “id”, and “cre-
ation_date” and, the table “Invoice” has three columns: ‘id”, “id_order”, and “date”.

3.3 Second-Line Matcher (2LM)

The 2LM derives the set of potential mappings between tables and activities by using
as input the similarity matrix M generated by the 1LM. Our approach maps exactly
one database table ¢ to one activity label a, and the inner workings of the 2LM adheres
to the following rationale: First, considering all available similarity scores in M (cf.,
Table 1), the 2LM determines a similarity score to represent a table with respect to each
activity. This is performed for each tuple (a, t). Second, for each activity, it selects one
table as a potential mapping considering the similarity score assigned to the table. Many
different mechanisms can be implemented to derive the table’s similarity score from its
attributes’ similarity scores.

We developed a baseline 2LLM inspired by [21], which selects the Highest raw 1LM-
based Scoring Table as a potential mapping for an activity label. Based on the output of
this 2LLM for each 1LLM similarity matrix, we performed an inductive content analysis
with open coding [19]. Recurrent observations from the coding served as a basis for the
definition of two new 2LM implementations: one based on Word Frequency (2LM),
and another based on the Surface Measure of Overall Table Scores (2LM3). Next, we
further explain each implemented 2LM.

Table 1. Similarity matrix generated by the 1LM for the normalized Levenshtein-based similar-
ity algorithm. The closer the similarity score is to 1, the higher the similarity between the two
compared objects.

Database tables attributes 7. | Process model activities a
Create order [.(a,t) | Create invoice f.(a, ;)

Order 0.590 0.210
id 0.140 0.120
creation_date 0.480 0.440
Invoice 0.210 0.670
id 0.140 0.120
id_order 0.500 0.180
date 0.380 0.330
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Highest Raw 1LLM-Based Scoring Table (2L M ). Each row in a similarity matrix M
produced by the 1LLM represents the similarity scores of an activity and all attributes ¢,.
of all tables ¢ € T'. 2LM; selects for each activity and table combination the attribute
with the highest similarity as table score. Then, for each activity, the table with the
highest table score is selected as potential mapping.

Word Frequency (2LM). This technique multiplies the table attributes similarity
score by the number of activity label word repetition within the table attribute. This is
done before the table score definition and, if there is no word repetition, the similarity
score is kept as is. Hence, this matcher derives each of its potential mappings similarly
to 2LM;.

Surface Measure of Overall Table Scores (2LIM3). This technique is inspired by [8],
and leverages all similarity scores of a table to build a radar chart, where each similarity
score is an axis of the chart. The table score S(a,t) is then determined by calculating
its surface area, as shown in Eq. 1, where R denotes the set of table attributes.

S(a.t) = sin (|”R|> SO (Ma(ata) - M(aty)) (1)

rze€RYER

4 Evaluation

In this section, we present a quantitative evaluation of our approach. In Sect.4.1 and
Sect. 4.2, we describe the data and our setup. In Sect. 4.3, we report on the results and
provide a discussion in Sect. 4.4.

4.1 Data

The evaluation builds on three inputs: 1) a set of databases, 2) a set of process models,
and 3) a gold standard.

Databases. For the evaluation, we used three databases: 1) Odoo (former Open ERP),
2) Magento Commerce, and 3) Oracle ATG Webcommerce. The selected databases
cover two scenarios we want to evaluate: databases with and without textual descrip-
tions of the tables and columns. Oracle is accompanied by a textual description, whereas
Odoo and Magento are not. Additionally, these databases were selected considering two
other factors: 1) they store purchase-to-pay data; and, 2) they are widely used. Table 2
summarizes the overall characteristics of the selected databases.

Process Models. We used five process models of a purchase-to-pay process of dif-
ferent sizes. The set of process models contains one small process model extracted
from [5], and four medium-sized process models extracted from the BPM Academic
Initiative (BPMAI) repository [24]. The BPMAI models were selected based on the fol-
lowing criteria: 1) it is modelled in English, 2) it contains at least 10 activities, and 3) it
relates to a purchase-to-pay process. To make sure the latter is the case, we selected pro-

cess models containing the business objects “order”, “invoice”, and “shipment”. Table 3
summarizes the overall characteristics of the selected process models.
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Table 2. Characteristics of the databases used in the evaluation of our approach.

Characteristic ‘ Odoo ‘ Magento | Oracle
Database

N? of tables 571 358 239
N® of columns 6294 | 3561 1199
N? of words 57297 | 42189 | 37051
Table

Avg N° of words per table name 2.794 |3.502 2.838
Avg N° of words per table description | 2.356 |3.815 14.197
Avg N° of words per column name 1.978 |2.216 1.952
Avg N° of words per column description | 1.974 |2.311 12.009

Table 3. Characteristics of the process models used in the evaluation of our approach.

Characteristic \PM1 \PM2 \PM3 \PM4 \PME,
Process model

N©® of activities |6 10 11 12 14
N2 of words 13 34 33 34 50
Activity label

Min N2 of words | 2 1 2 1 2
Max N© of words | 3 6 5 5 6
Avg N? of words | 2.166 | 3.400 | 3.000 | 2.833 | 3.571

Gold Standard. The gold standard GG contains the true mappings between the database
tables ¢ and the process model activities a. It is a set of relations (a, t). To evaluate
the quality of the output of our approach (i.e., the potential mappings), we compare it
to G as we further explain in the next section. We manually compiled G based on prior
experience and insights into which tables hold the information related to the considered
activities. For activities we did not know the corresponding table, we consulted the
documentation of the database. We fine-tuned G based on discussions until consensus.

4.2 Setup

For each combination of database and process model, we generated ten similarity matri-
ces M(ax gy via 1ILM, one for each similarity algorithm s € S, comprising different
string-similarity scoring techniques, such as: edit-based (via Levenshtein, and a nor-
malized Levenshtein-based algorithm), Jaccard, n-gram, and Cosine similarity. Then,
we implemented the 2LLMs as discussed in Sect. 3.3, and to assess the performance of
our approach we use precision, recall, and Fl-score. This is in line with evaluations
from other matching papers from the BPM domain (see e.g. [21]). To calculate these
metrics, we compare the output from our approach with the mappings from the gold
standard G.

Given a combination of a process model containing the activities A and a database
containing the tables 7', we compare the set of mappings between A and 7" from the
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gold standard G with the set of potential mappings P automatically produced by our
approach. Based on this comparison, we can identify: 1) the correct mappings (i.e., the
true positives TP) via G N P, 2) the incorrect mappings (i.e., the false positives FP)
via P\ TP, and, 3) the missing mappings (i.e., the false negatives FN) via G \ TP.
Thus, we can calculate precision via % and recall via %. The Fl-score is
the harmonic mean between precision and recall.

4.3 Results

Table 4 summarizes the performance results of our approach in terms of precision,
recall, and Fl-score. For each database, the fourth column of this table presents the
number of mappings in the gold standard G. This allows us to compare the number
of mappings from G to the amount of correct mappings (7P) generated by each of
the 2LMs.

On average the implemented 2LM3 finds 39% of the correct mappings for the
databases with table and column descriptions. The implementations 2LMs and 2LM3,
perform similarly for a scenario where the database does not have useful textual descrip-
tions, as shown in Figs. 3d and 3g, for example. The 2LM3 implementation performs
better than 2LMs for a scenario where the database has textual descriptions, as shown
in Figs. 3f and 3i. In both scenarios, the 2LM3 performs well when the process model
does not have too many similar activity labels, which is the case for the results related
to PM;. All the results presented in this work are based on a 1LM using cosine sim-
ilarity, which is the similarity algorithm that performed best. Figures 3a to 3i depict,

Table 4. Evaluation summary with Precision, Recall, F1-scores, total true positives (7P), and
false positives (FP) for the three different 2LM implementations. The baseline 2LM; results are
zero for Odoo and Magento because more than one table had the same highest similarity score for
each activity and the baseline selects the first table with the highest similarity score as a potential

mapping.

DB PM |A|||G| 2LM, 2LM, 2LM;
p R |Fl |tP[FP|P [R |F1 [TP|FP/P |[R [F1 |TP|FP
Odoo |1 |6 |7 |0.0000.000 0.000 0 |6 |0.000 0.000 0.000 0 |6 |0.167 0.143 0.154 1 |5
2 |10 |9 |0.000 0.000 0.000 0 |10 0.100 0.111/0.105/1 |9 |0.100 0.111 0.105/1 |9
3 |11 |12 [0.000 0.000 0.000 0 |11]0.091|0.083 0.087 1 |10 0.091 0.083]0.087 1 |10
4 12 /6 |0.000 0.000 0.000(0 |12 |0.000 0.000 0.000 0 |12 0.000 0.000 0.000 0 |12
5 |14 |8 |0.000 0.000 0.000 0 |14]0.000|0.000 0.000 0 |14 0.000 0.000|0.000 0 |14
Magento |1 |6 |6 |0.000/0.000 0.000 0 |6 [0.167]0.167 0.167|1 |5 |0.167|0.167 0.167 1 |5
2 |10 |5 |0.000 0.000 0.000 0 |10]0.100|0.167 0.125 1 |9 |0.000 0.000|0.000 0 |10
3 |11 |6 |0.000 0.000 00000 |11 0.182/0.333/0.235 2 |9 |0.0000.000 0.000 0 |11
4 12 /4 10.0000.000 0.000 0 |12 0.000 0.000 0.000 0 |12 0.000 0.000 0.000 0 |12
5 |14 |7 10.000]0.000 0.000 0 |14 |0.071 0.1430.095|1 |13 0.071 0.143/0.095/1 |13
Oracle |1 |6 |8 |0.000/0.000/0.000 0 |6 |0.167/0.125/0.143|1 |5 |0.834/0.625/0.714|5 |1
2 |10 |8 [0.100/0.125 0.112/1 |9 |0.100 0.125/0.112|1 |9 |0.300 0.375 0.334|3 |7
3 |11 |11 [0.091/0.091 0091 1 |10 0273 0273 0.273|3 |8 |0.454 0454 0454|5 |6
4 12 6 |0.167/0.334/0.223 |2 |10 |0.167 0.3340.223 |2 |10 |0.250 | 0.500 0.334 |3 |9
5 14 |8 |0.071/0.125/0.091 |1 |13 |0.14310.250 0.182|2 |12 0.357 | 0.625 04545 |9
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Fig. 3. Evaluation output for three databases and five process models used in this evaluation. The
first row of figures shows the output for the baseline 2LM;, while the second and the third rows
show the output for the other two implemented 2LMs. Figures 3a, 3d, and 3g refer to Odoo;
Figs. 3b, 3e, and 3h refer to Magento; and, Figs. 3¢, 3f, and 3i refer Oracle. On each figure, the
vertical axis represents the value of precision, recall, and F1-score, for each of the five process
models, shown in the horizontal axis.

respectively, the output of our approach for the three different implemented 2LMs pre-
sented in Sect. 4.2. The first column of Fig. 3 presents the output for Odoo, the second
for Magento, and the third for Oracle.

In summary, we can state that all 2LM implementations performed better on the
scenario where textual descriptions were available for the tables and columns. More-
over, the 2LM> and the 2LMj3 improve consistently when compared to the baseline
implementation on the Oracle database, which is the database with textual descriptions
for both tables and columns. For the databases without textual descriptions, the results
deteriorate in general, showing the importance of additional textual information about
the objects being mapped. The reason for this results deterioration is that multiple tables
end up receiving the same similarity score, driven by similarly named columns through-
out different tables.
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4.4 Discussion

To generate the 2LM, and the 2LM3, we derived improvement opportunities based on
recurrent observations acquired via an inductive content analysis with open coding [19]
performed over all outputs from the 2LM; . By doing so, we avoided optimizing a new
2LM to any particular scenario.

The performed content analysis supported the identification of commonalities and
differences among all potential mappings (correctly and incorrectly identified map-
pings) versus the ones that should have been identified, but were not. We made the
following key observations: First, the missing mappings (i.e., F'IN) often had repetition
of words that were similar to the ones within the activity label, while it was not the case
for the incorrect mappings. Second, the incorrect mappings often had multiple table
elements with mild similarity scores, while the wrongly selected potential mapping had
usually only one slightly higher score, which then misled the baseline mapping deriva-
tion. Therefore, the matcher should consider the table attributes scores altogether.

With the current work, we provide a first step towards supporting event log extrac-
tion based on a given process model. Our approach is able to identify a set of poten-
tial mappings, which then can be processed by a process analyst. While our technique
can be further improved, we also provide some insights into how this can be accom-
plished (cf. 2LM3).

5 Related Work

While this paper is the first work on database to process model matching, there are three
major research areas that are concerned with matching: schema matching, ontology
matching, and process model matching.

Approaches for schema matching aim to identify matches between the elements of
two different database schemata. The purpose of schema matching techniques include
data integration, schema evolution, and maintenance [14, 17]. The matching strategies
pursued by these techniques are similar to the ones presented in this paper. For example,
in [14], the authors determine the similarity between two database schema elements
using attributes, such as names and data types, and combine it with structural similarity.
In [17], the authors leverage the results of a variety of basic matchers to determine
whether two schema elements match.

Approaches for ontology matching are concerned with matching the elements of
two ontologies [10,11]. One of the key use cases for ontology matching is ontology
merging, i.e., the combination of two ontologies. The matching strategies are again
similar to one presented here. For example, in [10], the authors leverage lexical and
structural characteristics of the considered ontologies to determine matching elements.

Approaches for process model matching aim to identify correspondences between
the activities of two process models [12,15,23]. The main use case of process model
matching is to detect differences and commonalities between two processes. Avail-
able approaches for process model matching exploit textual, structural, and behavioral
features of the models. Early work mainly built on simple textual similarity features,
such as the Levenshtein distance, and mainly focused on structural features [23]. Later,
also semantic similarity measures and behavior were used to identify corresponding
activities [12].
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This brief review illustrates that existing matching approaches are closely related
to our work. There is, however, a key difference: The works above focus on matching
entities of the same type. While this does not guarantee that the to-be-matched entities
are similar, they are at least comparable. In the setting addressed in this paper, we need
to deal with the fact that the entities are very different in nature. A process model, for
example, does not come with instance data and a database does not have a clear notion
of control-flow or activities. Hence, while we partially build on matching strategies
explored in previous work, the conceptual setting of our work differs considerably.

6 Conclusion

In this paper, we presented a new approach to support event log extraction based on
matching. The main idea of our approach is to automatically identify the mappings
between a database and a process model. Against the background of the challenges
associated with this task, we focused on the automated identification of potential map-
pings in this paper. While this requires process analysts to select the correct mappings, it
still saves them from a considerable amount of manual work. To evaluate our approach,
we tested it using three different databases and five different process models related
to a purchase-to-pay process. We found that textual information is highly important to
improve the performance of our approach. At the same time, we also found that more
sophisticated mechanisms are required to further improve our approach.

As for future work, we see several directions. First, we plan extend the idea from the
syntactic level to a level that incorporates semantic relations as well [2,3] between the
activities and tables by, for example, leveraging bidirectional encoder representations
from transformers. Second, we aim to take order relations between the database instance
data and the process model activities into account. In this way, we can, for instance,
exclude candidate matches if the order relations from the process model contradict the
timestamps from the associated database tables. Third, we intend to incorporate feed-
back from humans. By letting the user select which potential mappings are correct, we
can leverage a feedback loop to further improve the potential mappings generated by
our approach.
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Scientific Research) project number 16672.
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