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Abstract. As ultra-realistic face forgery techniques emerge, deepfake
detection has attracted increasing attention due to security concerns.
Many detectors cannot achieve accurate results when detecting unseen
manipulations despite excellent performance on known forgeries. In this
paper, we are motivated by the observation that the discrepancies be-
tween real and fake videos are extremely subtle and localized, and incon-
sistencies or irregularities can exist in some critical facial regions across
various information domains. To this end, we propose a novel pipeline,
Cross-Domain Local Forensics (XDLF), for more general deepfake video
detection. In the proposed pipeline, a specialized framework is presented
to simultaneously exploit local forgery patterns from space, frequency,
and time domains, thus learning cross-domain features to detect forg-
eries. Moreover, the framework leverages four high-level forgery-sensitive
local regions of a human face to guide the model to enhance subtle ar-
tifacts and localize potential anomalies. Extensive experiments on sev-
eral benchmark datasets demonstrate the impressive performance of our
method, and we achieve superiority over several state-of-the-art meth-
ods on cross-dataset generalization. We also examined the factors that
contribute to its performance through ablations, which suggests that ex-
ploiting cross-domain local characteristics is a noteworthy direction for
developing more general deepfake detectors.

1 Introduction

Recent years have witnessed tremendous progress in face forgery techniques [13,
25, 29, 40], i.e., deepfake, due to the emergence of deep generative models. As
such techniques can synthesize highly realistic fake videos without considerable
human effort, they can easily be abused by malicious attackers to counterfeit
imperceptible identities or behaviors, thereby causing severe political and so-
cial threats. To mitigate such threats, numerous automatic deepfake detection
methods [6, 9, 20,31,34,46,53,54] have been proposed.

Most studies formulated deepfake detection as a binary classification problem
with global supervision (i.e., real/fake) for training. They relied on convolutional
neural networks (CNN) to extract discriminative features to detect forgeries.
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While these methods achieved satisfactory accuracy when the training and test
sets have similar distributions, their performance significantly dropped when
encountering novel manipulations. Therefore, many works [20, 26, 34, 36] aimed
at improving generalization to unseen forgeries with diverse approaches.

With the continuous refinement of face forgery methods, the discrepancies
between real and fake videos are increasingly subtle and localized. Inconsistencies
or irregularities can exist in some critical local regions across various informa-
tion domains, e.g., space [1, 43], frequency [6, 31, 34, 42], and time [4, 18, 24, 44]
domains. However, these anomalies are so fine-grained that vanilla CNN often
fails to capture them. Many detection algorithms exploited local characteristics
to enhance generalization performance. However, these algorithms still had some
limitations in representing local features. On the one hand, some algorithms [20]
solely relied on a specific facial region to distinguish between real and fake videos
while ignoring other facial regions, which restricted the detection performance.
On the other hand, many algorithms [6, 34, 36] made insufficient use of local
representation and cannot aggregate local information from various domains.

In this work, we are motivated by the above observation. It is reasonable
to assume that incorporating more local regions and information domains can
improve detection performance. We expect to design a specialized model to im-
plement this idea and verify its performance through extensive experiments. We
aim to guide the model to capture subtle artifacts around some high-level facial
local regions that are sensitive to forgeries due to complicated natural motions.
These regions are referred to as the forgery-sensitive local regions (FSLR) in this
paper, which are abundant in high-level semantics that can enhance the model’s
generalization capability. We also consider the feasibility of simultaneously ex-
ploiting information from space, frequency, and time domains based on a 3D
CNN backbone.

To this end, we propose Cross-Domain Local Forensics (XDLF), a novel
pipeline specially designed for feature extraction across multiple domains and
local artifacts enhancement. Four forgery-sensitive local regions (i.e., left eye,
right eye, nose, and mouth) are extracted to guide the model to capture sub-
tle artifacts around these regions. To simultaneously leverage information from
space, frequency, and time domains, we design a two-stream 3D CNN based
framework to learn a cross-domain dense representation for forgery detection.

To demonstrate the effectiveness of our framework, extensive experiments
were conducted on several benchmark datasets, including FaceForensics++ [43],
Celeb-DF [29], and DFDC [13]. Our results show the superiority of the proposed
method over many state-of-the-art approaches on cross-dataset generalization.

Our main contributions are as follows:

• We leverage four forgery-sensitive local regions of a human face to guide the
model to enhance subtle artifacts and localize potential anomalies around
those regions. Using bounding boxes of those regions, we extract regional
features as an attention to help the model focus more on those regions. We
validated our design through ablations.
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• We present a novel deepfake video detection pipeline that simultaneously
exploits information from space, frequency, and time domains, thus learning
a cross-domain dense representation for better generalization.

• We achieve impressive performance on extensive experiments, and our method
outperforms several state-of-the-art methods on cross-dataset generalization.

2 Related Work

2.1 Deepfake Detection

Existing deepfake detection algorithms can fall into two categories, namely image-
based methods and video-based methods, depending on whether temporal infor-
mation is explicitly exploited across frames.
Image-based Methods. Earlier image-based methods employed hand-crafted
facial features to detect forgeries, e.g., steganalysis features [55], inconsistent
head poses [50], and anomalous visual artifacts [37]. However, these methods
underperformed on more realistic forgeries synthesized with more advanced face
manipulation technologies recently. With the tremendous progress of deep learn-
ing, many works [1, 43] utilized state-of-the-art convolutional neural networks
(CNN), e.g., Xception [7], to extract features from facial images and perform
binary classification. More recently, an increasing number of CNN-based meth-
ods have been proposed from various perspectives. They aimed at exploring
the crucial discrepancies between real and fake images, continuously improv-
ing the detection performance. These methods included leveraging frequency
spectrum [16,31,34,36,42], attention mechanism [10,53], extra identity informa-
tion [3, 9], self-supervised learning [26,28,54], etc.
Video-based Methods. Unlike image-based methods, video-based methods
distinguish real and fake videos based on a sequence of aligned frames. Most
works managed to model the temporal consistency across frames, since current
face manipulation techniques struggled to generate temporally coherent fake
videos. These methods [19, 30, 36, 44] utilized recurrent neural networks (RNN)
or 3D CNN to extract spatio-temporal features of facial movements. They can
focus on unnatural eye blinking [27], irregular mouth motion [20], inconsistent
visual-auditory modalities [2, 8, 38, 56]. In contrast, our method designs a two-
stream 3D CNN based framework to mine forgery patterns from space, frequency,
and time domains. We also leverage four facial forgery-sensitive local regions to
enhance imperceptible artifacts for forgery defect localization.

2.2 Generalization to Unseen Forgeries

While current methods achieved excellent accuracy in the scenario where the
training and test sets have similar distributions, they cannot generalize very
well to unseen forgeries and tend to overfit to manipulation-specific artifacts. It
is of paramount importance for deployed detectors to learn generalized represen-
tation regardless of forgery types. To this end, many works focused on improving
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generalization to unseen forgeries with diverse approaches. Several works [34,36]
used a two-branch architecture to exploit information from the RGB domain and
the frequency domain, exploiting generalized frequency patterns to expose the
discrepancies. Our method has a similar idea but far different designs. Moreover,
a series of self-supervised methods [26,28,54] demonstrated superior generaliza-
tion. These methods relied on self-generated fake data targeted at specific pat-
terns without the need for conventional forgery training data. The patterns can
be face warping artifacts [28], blending boundary [26], source feature inconsis-
tency [54]. LipForensics [20] exhibited remarkable performance on cross-dataset
generalization by pre-training a spatio-temporal network to perform lipreading
and fine-tuning on a deepfake dataset. We followed its experimental settings due
to similar goals.

3 Proposed Method

3.1 Overview

In this section, we first explain the motivation of our work, and then briefly
introduce the pipeline of our proposed method.
Motivation. Recent studies [20, 37, 42, 53] have shown that the discrepancies
between real and fake videos contain implicitly in local subtle regions, where
manipulation artifacts may exist across various information domains. Unfortu-
nately, most deepfake datasets have no manipulation masks as local supervision.
Without external location guidance of facial semantic regions that are sensitive
to forgeries, it is often difficult for detectors to localize those subtle artifacts.
We observe that current detection algorithms had two limitations in leveraging
local information:

• Some algorithms [20, 27] relied on a single facial region as the criterion to
detect forgeries, while ignoring the effect of other critical local regions, which
may restrict the performance. Our framework exploits four forgery-sensitive
local regions (FSLR) of a human face, which are used to guide the model to
enhance subtle artifacts and localize more potential anomalies based on our
newly proposed FSLR-Guided Feature Enhancement.

• Many algorithms made insufficient use of local regions to detect anomalies,
which can be embodied in multiple information domains, e.g., space, fre-
quency, and time domains. To the best of our knowledge, few studies have
been done to simultaneously capture local features across these three do-
mains. We note that the Two-branch [36] method extracted spatial/frequency
and temporal features at two stages with CNN and RNN, respectively, with-
out cross reference among these features. To this end, we propose a two-
stream framework, Cross-Domain Local Forensics, to simultaneously exploit
local information from those three domains.

Pipeline. Motivated by the above observations, we propose a novel feature ex-
traction framework Cross-Domain Local Forensics (XDLF) for more gen-
eral deepfake video detection. Fig. 1 illustrates the overall pipeline of XDLF.
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Frequency Decomposition

Forgery-Sensitive
Region Detection

Cross-Domain 
Local Forensics

RGB Images

Frequency Maps

Forgery-Sensitive Local Region
(FSLR) Boxes

Cross-Domain 
Feature Maps

Fully
Connected

Global
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or
Fake
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Fig. 1. Pipeline of our proposed framework XDLF. The end-to-end training consists
of three stages: Data Preprocessing, Cross-Domain Local Forensics, and Classifier.

The pipeline takes as input a sequence of aligned RGB frames. First, the data
preprocessing consists of two procedures. On the one hand, Frequency Decom-
position takes as input RGB images to generate frequency maps where manip-
ulation traces in the frequency domain are amplified, especially for those videos
with high compression. On the other hand, Forgery-Sensitive Region De-
tection takes as input RGB images to extract bounding boxes of four forgery-
sensitive local regions (FSLR) that are abundant in high-level defects. The
four FSLRs are left eye, right eye, nose, and mouth. Then, sequences of RGB
images, frequency maps, and FSLR boxes are input into Cross-Domain Lo-
cal Forensics (XDLF) to learn a comprehensive and generalized cross-domain
features. Finally, a classifier comprising a 3D global average pooling layer and a
fully-connected layer is used to make predictions.

3.2 Data Preprocessing

Frequency Decomposition. Recent studies [31,52] observed that up-sampling
is a necessary step of most existing face manipulation methods, and cumula-

DCT

Low-pass Filter

Mid-pass Filter

High-pass Filter

IDCT

IDCT

IDCT

RGB Image Frequency Map

αlow

αmid

αhigh
3×h×w

top-left 1/16

top-left 1/16∼1/8

bottom-right 7/8

1×h×w

1×h×w

1×h×w

3×h×w

Fig. 2. Pipeline of Frequency Decomposition. This module generates frequency maps
where manipulation traces in the frequency domain are amplified adaptively.
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tive up-sampling can leave apparent anomalies in the frequency domain, which
provides clues for detecting manipulated videos. Inspired by F3-Net [42], we de-
sign Frequency Decomposition to obtain multi-band frequency maps adaptively.
Fig. 2 shows the pipeline of this module.

For each RGB image X in a frame sequence, we first calculate the fre-
quency response with Discrete Cosine Transform (DCT) D. Then, filters of
low, middle, and high frequency bands fi, i ∈ {low,mid, high} are used to ob-
tain three frequency components. We follow the settings in [42] to construct
filters. Next, Inversed Discrete Cosine Transform (IDCT) D−1 is applied to
three frequency components to obtain the corresponding spatial components
Yi, i ∈ {low,mid, high}. Finally, the three spatial components are concatenated
to attain the frequency map Y . Before concatenation, each component is multi-
plied by a learnable weight αi ∈ (0, 1), i ∈ {low,mid, high} to enable the model
to adaptively concentrate on the interested frequency band for a flexible repre-
sentation of frequency features. The above can be summarized as Eq. 1, 2, where
� is the element-wise product.

Yi = D−1{D(X)� fi}, i ∈ {low,mid, high} (1)

Y = Concat(αlowYlow, αmidYmid, αhighYhigh) (2)
Forgery-Sensitive Region Detection. Current face manipulation techniques
struggled to generate temporally coherent fake faces, especially in high-level
semantic regions that have continual motions and thereby sensitive to forgeries.
We hope to guide the model to pay more attention to these regions. Therefore, we
extract bounding boxes of four forgery-sensitive local regions (FSLR): left eye,
right eye, nose, and mouth. These four manually selected regions are further
leveraged by FSLR-Guided Feature Enhancement (FGFE) as an external
guidance. For each RGB image, we first compute 68 facial landmarks based on
a face detector. Then, the landmarks are used to crop bounding boxes of those
four regions based on preset box sizes. Each box can be expressed as a quadruple
(h1, h2, w1, w2) where (h1, w1) is the top-left vertex and (h2, w2) is the bottom-
right vertex. The four boxes are stacked to generate the 4×4 FSLR box matrix.

3.3 Cross-Domain Local Forensics

We propose a novel two-stream collaborative learning framework for cross-domain
feature extraction, Cross-Domain Local Forensics (XDLF), which is based on a
spatio-temporal convolutional backbone. As is illustrated in Fig. 3, the frame-
work consists of two symmetric 3D CNN backbones: 3D-CNN(A) extracts spatio-
temporal features of RGB images, and 3D-CNN(B) extracts frequency-temporal
features of frequency maps. The features of the two modalities are cross-referenced
and merged at low, middle, and high levels of the backbone, with Cross Atten-
tion and Feature Fusion, respectively. Moreover, we apply FSLR-Guided
Feature Enhancement to the low-level features of both streams, thus enhanc-
ing the local subtle artifacts of shallow features under the guidance of forgery-
sensitive regions. The ultimate cross-domain features are obtained with Feature
Ensemble to integrate features of three different levels of abstraction.
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[[ h1 h2 w1 w2 ]
[ h1 h2 w1 w2 ]
[ h1 h2 w1 w2 ]
[ h1 h2 w1 w2 ]]

FSLR Boxes

RGB Images

Frequency Maps

3D-CNN (A)
Conv Blocks I

3D-CNN (A)
Conv Blocks II

3D-CNN (B)
Conv Blocks II

3D-CNN (A)
Conv Blocks III

3D-CNN (B)
Conv Blocks III

3D-CNN (B)
Conv Blocks I

FSLR-Guided
Feature

Enhancement

Cross
Attention

Feature
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Attention

Feature
Fusion

Mid-level
Features

Cross
Attention

Feature
Fusion

High-level
Features

Feature Ensemble
Cross-Domain
FeaturesFSLR-Guided

Feature
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Fig. 3. Framework of Cross-Domain Local Forensics. We adopt a two-stream archi-
tecture for cross-domain feature extraction based on two symmetric spatio-temporal
convolutional backbones, e.g., 3D ResNet-50 [21,22].

FSLR-Guided Feature Enhancement. Many studies [31, 53] showed that
local textural artifacts represent the high frequency component of shallow fea-
tures, which is essential for the face forgery detection task. These artifacts are
especially salient nearby critical facial regions that are sensitive to forgeries. As
aforementioned, we exploit four forgery-sensitive local regions to enhance sub-
tle artifacts and guide the model to localize more possible anomalies in these
regions. The module structure is shown in Fig. 4.

The module takes as input low-level RGB (or frequency) features X ∈
Rc×d×h×w (of c channels, depth d, height h, width w) and FSLR boxes r ∈
Zd×4×4 and outputs the enhanced features of the same shape. First, the region
coordinates are scaled down (i.e., region projection) according to the size differ-
ence between the RGB image (or frequency map) and low-level features. Then,
FSLR features R ∈ R4×c×d×H×W are obtained with region pooling, which refers
to ROI pooling [17] in object detection. Specifically, we crop four sub-features
with region coordinates and generate four FSLR features of fixed size (H ×W )
using adaptive max-pooling (Eq. 3). FSLR features condense the irregular se-
mantics of local textural patterns in these four regions, which serve as an atten-
tion for global features. Next, transformed features X′ ∈ Rc×hw are calculated

RGB Image
(or Frequency Map)

with 4 FSLRs

Conv Feature Map
low-level

Region Projection

Conv Nets

X

Region Pooling

FSLR Feature

R

W S A

Bilinear
Interpolate

Conv1x1x1

Enhanced
Feature Map

X e

Fig. 4. Structure of FSLR-Guided Feature Enhancement. This module is designed
to guide the model to enhance subtle artifacts of shallow features and localize more
anomalous regions.
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by temporally averaging the RGB (or frequency) features X and flattening spa-
tial dimensions. And features R′ ∈ R4c×dHW are also obtained by flattening
the FSLR features R. Later, the similarity matrix S ∈ Rhw×dHW between X′

and R′ (Eq. 4) is computed, where W ∈ Rc×4c is a learnable weight matrix.
Each value in S represents the similarity between each row in X′T and each col-
umn in R′. By the similarity matrix, we model the internal relevance between
those local regions for cross-region forgery mining. And then the attention matrix
A ∈ Rc×dHW is calculated to enhance the original features (Eq. 5). Moreover, the
upsampled A′ ∈ Rc×d×h×w is obtained by reshaping, bilinear interpolation, and
1× 1× 1 convolution (Eq. 6, 7). Finally, the enhanced features Xe ∈ Rc×d×h×w

are attained by element-wise product and residual addition (Eq. 8). We apply
this module to the low-level features of both streams, which enables the model to
pay more attention to the regularity and consistency of local semantic regions.

R = AdaMaxPool(X,Proj(r)) (3)

S = X′TWR′ (4)

A = X′S (5)

A′ = BilinearInterpolate(A) (6)

A′ = ReLU(BN(Conv1(A′))) (7)

Xe = X +X �A′ (8)

Cross Attention. In this module, RGB and frequency features are cross-referenced
at low, middle, and high levels of the backbone, which enables the model to learn
a more comprehensive cross-domain representation. The module takes as input
RGB features X and frequency features Xf . First, the two features are concate-
nated on the channel axis and then applied 1 × 1 × 1 convolution (Eq. 9, 10).
Next, 3 × 3 × 3 convolution with output channel 2 and sigmoid activation is
used to obtain two attention maps (Eq. 11). Finally, the original features are
enhanced with attention maps by element-wise product (Eq. 12).

U = Concat(X,Xf ) (9)

U ′ = ReLU(BN(Conv1(U))) (10)

A,Af = Sigmoid(Conv3(U ′)) (11)

Xc = X �A, Xc
f = Xf �Af (12)

Feature Fusion. In this module, RGB and frequency features are fused in a
complementary way based on Squeeze-and-Excitation (SE) [23]. SE block im-
proves the quality of cross-domain features by explicitly modeling the interde-
pendence between the channels of RGB and frequency features. The module
structure is shown in Fig. 5.

This module also takes as input RGB features X ∈ RC×D×H×W and fre-
quency features Xf ∈ RC×D×H×W . The two features are first concatenated to
obtainU ∈ R2C×D×H×W (Eq. 13). Then, the spatial information is squeezed into
a value by global pooling to get channel descriptor V ∈ R2C (Eq. 14, 15). Next,
we enable channel descriptor V to capture the interdependency between channels
and obtain channel attention Ac ∈ R2C (Eq. 16, 17, 18), where W1 ∈ R2C× 2C

r

and W2 ∈ R 2C
r ×2C are learnable weight matrices, r is the reduction ratio. Fi-

nally, the fused features Xv are computed as Eq. 19.
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RGB Feature X

Frequency Feature Xf

GlobalAvgPool

GlobalMaxPool

W1

ReLU

ReLU

W2 Sigmoid Conv1x1x1

Fused Feature X v

Fig. 5. Structure of Feature Fusion. This module is designed to model the interdepen-
dence between RGB and frequency features for improved cross-domain fusion.

U = Concat(X,Xf ) (13)

V avg = GlobalAvgPool(U) (14)

V max = GlobalMaxPool(U) (15)

V ′
avg = W2ReLU(W1Vavg) (16)

V ′
max = W2ReLU(W1Vmax) (17)

Ac = Sigmoid(V ′
avg + V ′

max) (18)

Xv = ReLU(BN(Conv1×1×1(U +U �Ac))) (19)

Feature Ensemble. This module aggregates low, middle, and high-level fea-
tures through adaptive average pooling and concatenation (Eq. 20, 21, 22, 23).

X̃
low

= λlowAdaAvgPool(X low, (dhigh, hhigh, whigh)) (20)

X̃
mid

= λmidAdaAvgPool(Xmid, (dhigh, hhigh, whigh)) (21)

X̃
high

= λhighX
high (22)

X̃ = Concat(X̃
low
, X̃

mid
, X̃

high
) (23)

where Xi ∈ Rci×di×hi×wi , i ∈ {low,mid, high} are fused features of three ab-
straction levels, and λi ∈ (0, 1), i ∈ {low,mid,high} are three learnable param-
eters for adaptive feature combination.

4 Experiment and Discussion

4.1 Experiment Setup

Datasets. We used FaceForensics++ (FF++) [43] for training and valida-
tion, and evaluated the cross-dataset generalization on Celeb-DF (CDF) [29]
and DeepFake Detection Challenge (DFDC) [13]. (1) FF++ is the most
commonly used benchmark dataset containing 1,000 real videos and 4,000 fake
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videos. Each real video is manipulated by four face forgery techniques, i.e.,
DeepFakes (DF) [11], FaceSwap (FS) [15], Face2Face (F2F) [48], and Neural-
Textures (NT) [47]. We adopted the slightly-compressed (HQ/c23) and heavily-
compressed (LQ/c40) versions for our experiments. (2) CDF is a challenging
dataset that includes 590 real videos and 5,639 fake videos synthesized by an
improved algorithm. (3) DFDC is a large-scale dataset with extreme filming
conditions and various perturbations, which is also very challenging for current
deepfake detectors. We used the preview version [14] that includes 1,131 real
videos and 4,113 fake videos for our evaluation.
Evaluation Metrics. Following most existing works [20,26,36], Accuracy (ACC)
and Area Under the Receiver Operating Characteristic Curve (AUC) were used
as the metrics to evaluate our method. As in [20], we reported video-level met-
rics for fair comparison with image-based methods. Specifically, all frame/clip
predictions were averaged across the video and hence all models predicted based
on an equal number of frames.
Implementation Details. For each video, we sampled non-overlapping frame
clips with a length of 16, and oversampled the minority class (e.g., real in
FF++) to tackle label imbalance. We used the state-of-the-art face detector
RetinaFace [12] to crop facial images with a size of 224 × 224 and FSLR box
matrices with a size of 4 × 4. The preset FSLR size is 40 × 40 for the mouth
and 30 × 30 for the other three. For data augmentations, we applied several
traditional image augmentations such as random horizontal flipping. Moreover,
as in [41], we conducted Mixup [51] augmentation on aligned real-fake pairs to
reduce overfitting. For XDLF, we adopted 3D ResNet-50 [21, 22] as the back-
bone which is pre-trained on large-scale action recognition datasets to accelerate
the model convergence. For FSLR-Guided feature enhancement, we set FSLR
feature size H = W = 7. For feature fusion, we set reduction ratio r = 16.
For training, we used a batch size of 4 and AdamW [33] optimizer with initial
learning rate 1 × 10−4 and weight decay 1 × 10−4. The learning rate decayed
with a cosine annealing [32] strategy with Tmax = 32.

4.2 In-dataset Evaluation

We evaluated our method in the in-dataset scenario where the training and test
sets have identical distributions. Following [20], we compared our method with
current state-of-the-art approaches in FF++ under different quality settings
(HQ/LQ). As shown in Table 1, we achieve great improvements over most cur-
rent methods, especially under the challenging low-quality (LQ) setting where
frequency statistics are partly destroyed. However, our method still maintains
good performance when exploiting frequency spectrum, which we attribute to
our two-stream architecture that learns to be biased towards RGB features. Note
that we gain comparable results with LipForensics [20], which leverages dynamic
lip features from pre-trained lipreading models. Unlike LipForensics, our method
does not need any external pre-training data and can be more efficiently trained.

Moreover, we show the t-SNE [35] visualization of features extracted from
classifiers of LipForensics and our method on FF++ high-quality (HQ) test set
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Table 1. In-dataset performance comparisons. We report video-level ACC/AUC
(%) when trained and tested on FF++ slightly-compressed (HQ) and heavily-
compressed (LQ) videos. The results of other methods are quoted from [20]. The best
results are in bold, and the second-best results are underlined.

Method FF++(HQ) FF++(LQ)

ACC (%) AUC (%) ACC (%) AUC (%)

Xception [43] 97.0 99.3 89.0 92.0
CNN-aug [49] 96.9 99.1 81.9 86.9
Patch-based [5] 92.6 97.2 79.1 78.3
Two-branch [36] – 99.1 – 91.1
Face X-ray [26] 78.4 97.8 34.2 77.3
CNN-GRU [44] 97.0 99.3 90.1 92.2
LipForensics [20] 98.8 99.7 94.2 98.1

XDLF (ours) 98.1 99.7 94.5 96.7

in Fig. 6. We observe that although both methods can well distinguish real
and fake data, they learn different feature distributions. For LipForensics, the
separation distances between real and fake data are smaller than our method,
which can easily lead to classification ambiguity in those in-between videos,
especially for some real and NeuralTextures-based fake samples. On the other
hand, our method learns a more mixed and gathered feature representation of
FF++ fake data without obviously separating different forgery types. It proves
that our method can learn a generalized feature to detect novel forgeries.

(a) LipForensics (b) XDLF

Fig. 6. The t-SNE feature visualization of the baseline LipForensics [20] (a) and our
proposed XDLF (b) on FF++(HQ) test set. Each dot represents the feature of a video
clip. Red dots are real clips, while the rest are fake ones with different forgery types.

4.3 Cross-dataset Evaluation

In real-world scenarios, a deployed detector is expected to identify videos crafted
by unseen manipulations with unknown source videos. Therefore, we conducted
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Table 2. Cross-dataset performance comparisons. We report video-level AUC
(%) on CDF and DFDC when trained on FF++(HQ). The results of other methods
are quoted from [20]. The best results are in bold.

Method CDF AUC (%) DFDC AUC (%)

Xception [43] 73.7 70.9
CNN-aug [49] 75.6 72.1
Patch-based [5] 69.6 65.6
Face X-ray [26] 79.5 65.5
CNN-GRU [44] 69.8 68.9
Multi-task [39] 75.7 68.1
DSP-FWA [28] 69.5 67.3
Two-branch [36] 76.7 –
LipForensics [20] 82.4 73.5

XDLF (ours) 82.6 73.8

cross-dataset evaluation as in [20] to verify the generalization capability of our
method. Specifically, we trained the models on FF++(HQ) and tested them on
CDF and DFDC. As shown in Table 2, our method outperforms all listed meth-
ods on both unseen datasets, surpassing the recent state-of-the-art LipForen-
sics [20] by 0.2% and 0.3% in terms of AUC on CDF and DFDC, respectively.

4.4 Ablation Study

Evaluations on Core Modules in XDLF. To understand the components re-
sponsible for our method’s performance, we ablated three core modules in XDLF
and examined its in-dataset and cross-dataset generalization performance. The
modules are FSLR-Guided Feature Enhancement (FGFE), Cross Attention, and
Feature Fusion. For the first two, we removed them directly as their inputs and
outputs have the same shapes. For Feature Fusion, we replaced it with a simple
channel-axis concatenation of RGB and frequency features. We trained all the
models on FF++(HQ) and tested them on FF++(HQ), CDF, and DFDC.

The results are shown in Table 3. We have the following observations: (1)
Training our model without FGFE leads to a performance drop on all datasets.

Table 3. Evaluations on core modules in XDLF. We report video-level
ACC/AUC (%) on FF++(HQ), CDF, and DFDC when trained on FF++(HQ). The
highlighted row is our original setting. We ablated core modules in our feature ex-
traction framework to verify their effects. The best results are in bold.

Method FF++(HQ) CDF DFDC

ACC AUC ACC AUC ACC AUC

XDLF (ours) 98.1 99.7 74.2 82.6 66.2 73.8
w/o FGFE 97.9 99.3 71.7 79.2 65.3 69.8
w/o Cross Attention 97.8 99.4 72.2 79.9 65.9 71.0
w/o Feature Fusion 98.0 99.4 73.8 81.5 66.1 72.3
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In cross-dataset evaluation, the model decreases by 3.4% and 4.0% in terms of
AUC on CDF and DFDC, respectively. This suggests that the model learns more
generalized features by enhancing subtle artifacts in those forgery-sensitive local
regions. (2) Both Cross Attention and Feature Fusion play an essential role in
performance improvements. Although they have the same goal to complemen-
tarily exploit forgery patterns from different domains, they work differently and
enhance the model’s performance mutually.

To further understand the effect of FGFE, we show the Grad-CAM [45]
visualization of the model without/with FGFE in Fig. 7. It visually explains
that FGFE serves as external guidance to help the model focus on four forgery-
sensitive local regions. As can be seen, these regions are abundant in motions that
contain more subtle artifacts. The model can localize more potential anomalies to
detect forgeries with the help of FGFE, which is consistent with our motivation.
Evaluations on Different Information Domains. We altered our feature
extraction framework XDLF to prove the necessity to mine forgery clues from
three different information domains, i.e., space, frequency, and time domains.
Specifically, we trained three variants with each dropping one of the three do-
mains: (1) Freq-Freq-3D: The inputs of both streams are the same frequency
maps, and the network structure is unchanged. (2) RGB-RGB-3D: The inputs
of both streams are RGB images, and the network structure is unchanged. (3)
RGB-Freq-2D: The inputs are still RGB images and frequency maps, but tem-
poral dimension is merged into batch dimension. We replaced the 3D ResNet-50
backbone with 2D ResNet-50 backbone, and replaced all 3D convolutional layers
and 3D batch normalization layers with 2D counterparts.

The results are shown in Table 4. We have the following observations: (1) By
using 3D spatio-temporal CNN instead of 2D CNN, the in-dataset and cross-
dataset generalization performance are all considerably improved. It indicates
that our method can leverage 3D CNN to effectively capture temporal defects
for forgery detection. (2) Compared to RGB-RGB-3D, Freq-Freq-3D achieves
better cross-dataset generalization. It suggests that frequency statistics are more
generalizable features than color textures. However, RGB-RGB-3D gains better
in-dataset results which may benefit from manipulation-specific artifacts. (3) We

Table 4. Evaluations on different information domains. We report video-level
ACC/AUC (%) on FF++(HQ), CDF, and DFDC when trained on FF++(HQ). The
highlighted row is our original setting. We developed three variants of feature extrac-
tion framework with each dropping one of the three domains, i.e., space, frequency,
and time domains. The best results are in bold.

Method Information Domains FF++(HQ) CDF DFDC

Space Frequency Time ACC AUC ACC AUC ACC AUC

RGB-Freq-3D (ours) X X X 98.1 99.7 74.2 82.6 66.2 73.8
Freq-Freq-3D × X X 97.6 99.0 73.9 82.6 64.5 72.5
RGB-RGB-3D X × X 98.1 99.5 72.7 81.2 63.6 71.9
RGB-Freq-2D X X × 96.4 98.5 68.4 76.1 61.3 69.1
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note that forgery clues from these three domains work in a complementary way
and contribute to the overall performance.

FF++ Real

frame n frame n+1 frame n+2 frame n+3

Without FGFE With FGFE

FF++ DF

FF++ FS

FF++ F2F

FF++ NT

CDF Real

CDF Fake

frame n+1 frame n+2 frame n+3

Fig. 7. The Grad-CAM visualization of localized defect regions of the model with-
out/with FSLR-Guided Feature Enhancement (FGFE). We show several examples in-
cluding four forgery types in FF++ and another dataset CDF. For each example, red
circles mark visually noticeable artifacts, and consecutive frames in a video clip are pro-
vided to understand temporal defects. The warmer region suggests a higher probability
of cross-domain defects the model believes.

5 Conclusion

In this paper, we propose Cross-Domain Local Forensics (XDLF), a specially
designed pipeline for general deepfake video detection. Our approach aims at
exploiting forgery patterns from space, frequency, and time domains simultane-
ously to learn a generalized cross-domain features. We also leverage four forgery-
sensitive local regions to guide the model to capture subtle forgery defects. Ex-
periments show that our method achieves impressive performance, especially
strong cross-dataset generalization. We hope our work encourages future re-
search on cross-domain forensics for more general deepfake detection.
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