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Abstract. Context-aware neural machine translation aims to use the
document-level context to improve translation quality. However, not all
words in the context are helpful. The irrelevant or trivial words may
bring some noise and distract the model from learning the relationship
between the current sentence and auxiliary context. To mitigate this
problem, we propose a novel end-to-end encoder-decoder model with
a layer-wise selection mechanism to sift and refine the long document
context. To verify the effectiveness of our method, extensive experiments
and extra quantitative analysis are conducted on four document-level
machine translation benchmarks. The experimental results demonstrate
that our model significantly outperforms previous models on all datasets
via the soft selection mechanism.

Keywords: Neural Machine Translation · Context-aware Translation ·
Soft Selection Mechanism.

1 Introduction

Recently, neural machine translation (NMT) based on the encoder-decoder frame-
work has achieved state-of-the-art performance on the sentence-level translation
[26,2,34,35,28,7,8,33,25]. However, the sentence-level translation solely considers
single isolated sentence in the document and ignores the semantic knowledge
and relationship among them, causing difficulty in dealing with the discourse
phenomenon such as lexis, ellipsis, and lexical cohesion [32,29].

To model the document-level context, there are two main context-aware neu-
ral machine translation schemes. One approach introduces an additional con-
text encoder to construct dual-encoder structure, which encodes the current
source sentence and context sentences separately and then incorporates them
via the gate mechanism [11,31,4,30,18,6]. The other one directly concatenates
the current source sentence and context sentences as a whole input to the stan-
dard Transformer architecture, though the input sequence might be quite long
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Source: Many foreigners like bass .

Context: The bass is a bowed instrument like the violin

and cello . This explanation about instrument bass guitar

is provided by Wikipedia , which is a free encyclopedia 

hosted by Wikimedia Foundation .

Fig. 1. An example of the source and the context sentence. Above is a source sentence
to be translated, and below is its context in the same document. The underlined words
are useful to disambiguate the source sentence, while the rest is less important.

[27,5,1,22]. The previous works [1,15] conclude that the Transformer model has
the capability to capture long-range dependencies, where the self-attention mech-
anism enables the simple concatenation method to have competitive performance
with multi-encoder approaches.

Most aforementioned previous methods use the whole context sentences and
assume that all words in the context have a positive effect on the final trans-
lation. Despite the benefits of part of the context, not all context words are
useful to the current translation. In Figure 1, the underlined words provide sup-
plementary information for disambiguation, while the others are less important.
The irrelevant words may bring some noise and redundant content, increasing
the difficulty for the model to learn the relationship between the context and
the translation. Therefore, these useless words should be discarded so that the
model can focus on the relevant information of the current sentence.

In this work, we propose an end-to-end model to translate the source doc-
ument based on layer-wise context selection over encoder. In our model, the
context is concatenated with current source sentence as external knowledge to
be fed into the unified self-attention, where they are precisely selected among
multiple layers to gradually discard useless information. The criteria on context
selection is based on context-to-source attention score which are recursively cal-
culated layer-by-layer. Ultimately, the context on the top layer is expected to
be the most useful knowledge to help current source sentence translation. The
architecture of our model looks like a Tower of Hanoi over the Transformer
structure (HanoiT). Our proposed model captures all context words at the bot-
tom layer and focuses more on the essential parts at the top layer via the soft
selection mechanism.

To verify the effectiveness of our method, we conduct main experiments and
quantitative analysis on four popular benchmarks, including IWSLT-2017, NC-
2016, WMT-2019, and Europarl datasets. Experimental results demonstrate that
our method significantly outperforms previous baselines on these four popular
benchmarks and can be further enhanced by the sequence-to-sequence pretrained
model, such as BART [14]. Analytic experiments and attention visualization
illustrate our proposed selection mechanism for avoiding the negative interference
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introduced by noisy context words and focusing more on advantageous context
pieces.

2 Our Approach

In this section, we will describe the architecture of our HanoiT, and apply
HanoiT to context-aware machine translation.

2.1 Problem Statement

Formally, let X = {x(1), .., x(k), .., x(K)} denote a source language document
composed of K source sentences, and Y = {y(1), .., y(k), .., y(K)} is the corre-
sponding target language document. {x(k), y(k)} forms a parallel sentence, where
x(k) denotes the current source sentence and y(k) is the translation of x(k).X<k =
{x(1), .., x(k−1)} denotes the historical context and X>k = {x(k+1), .., x(K)} rep-
resents the future context. Given the current source sentence x(k), the historical
context X<k, and the future context X>k, the translation probability is given
by:

P (y(k)|X; θ) =

N∏
i=1

P (y
(k)
i |X; y

(k)
<i ; θ) (1)

where y
(k)
i is the ith word of the kth target sentence and y

(k)
<i are the previously

generated words of the target sentence y(k) before ith position. y(k) has N words.
In this work, we use one previous and one next sentence as the context.

2.2 HanoiT

Figure 2 shows the overall structure of our HanoiT model. At the bottom of
the encoder, it models the concatenation of the source sentence and the context
with unified self-attention layers. At the top of the encoder, it gradually selects
the context words according to the attention weights.

Embedding We use the segment embedding to distinguish the current sentence,
source, and target context sentences. In Figure 2, we concatenate the current
sentence and the source context as a whole. To model the positions of the differ-
ent parts, we also reset the positions of the current source sentence and source
context sentences. Therefore, the final embedding of the input words is the sum
of the word embedding, position embedding, and segment embedding, which can
be described as:

E = Ew + Ep + Es (2)

where Ew is the word embedding, Es is the segment embedding from the learned
parameter matrix, and Ep is the position embedding.
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Fig. 2. Overview of our proposed model HanoiT. For simplicity, layer normaliza-
tion and other components of the Transformer architecture are omitted in the pic-
ture. Cross symbols denote dropped words. (x1, x2) is the current source sentence and
(x′1, x

′
2, x
′
3, x
′
4, x
′
5, x
′
6) is the source context.N1 andN2 denote the number of unified self-

attention layers and selection layers. (x′1, x
′
2, x
′
3, x
′
4, x
′
5, x
′
6)→ (x′1, x

′
2, x
′
4)→ (x′1, x

′
2) is

the selective procedure, where important words are selected gradually by multiple se-
lection layers.

Encoder Since the inputs of context-aware neural machine translation are com-
posed of several sentences, we build our model based on the multi-head atten-
tion to capture long-range dependencies and compute the representation of the
document-level context. Our encoder consists of two groups of layers: unified
self-attention layers and selection layers. The unified self-attention layers is to
compute a joint representation of the source sentence and the context, while the
selection layer is to select the context for the next layer.

Unified Self-attention Layer Given the concatenation of the source sentence and
the source context, we obtain the document representation s0 = {s01, .., s0p, .., , s0m}
after the embedding layer, where p is the length of x(k) and m is the length of
source concatenation. Then, we feed the s0 into N1 unified self-attention layers
to compute their representations.

sl = FFN(MultiHeadAttn(sl−1; θN1)) (3)

where the l is the number of the unified self-attention layer and l ∈ [1, N1].

selection layer After N1 unified self-attention layers, we get representations of
source concatenation sN1 = {sN1

1 , .., sN1
p , .., sN1

m }, which can be used to select
important context words. In the selection layer, we apply multi-head attention
to sN1 , and then average attention scores across different heads, which can be
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described as below:

ai,j =
1

h

∑
1≤i≤h

MultiHeadAttn(sN1) (4)

where h is the number of attention heads. ai,j represents the average attention
score between the ith token and the jth token.

Then, we calculate the average attention score between ith word and other
tokens in the source current sentence x(k):

ai,6=i =
1

p

∑
j∈[1,p],j 6=i

ai,j (5)

where ai,6=i represents the average correlation between ith word and the other
words, and p is the number of tokens in the source sentence.

In order to decide which context words should be selected, we compute the
correlation scores s between each context word and the whole source sentence.
For the kth context word, we count how many words in the current sentence
have a higher attention score with it compared to the average attention score
ai,6=i:

sk =
∑

i∈[p+1,m]

δai,k≥ai, 6=i (6)

where δai,k≥ai, 6=i
equals 1 if ai,k ≥ ai,6=i else 0, p is the number of tokens in the

source sentence, and m is the total number of tokens in the concatenation of the
source sentence and the source context.

Finally, we can select the context words with top correlation scores sk. We
use vk to denote whether the kth word is selected:

vk = δsk≥q∗p (7)

where δsk≥q∗p equals to 1 if sk ≥ q ∗ p else 0, p is the number of tokens in the
source sentence, and q ≤ 1 is a hyper-parameter to control the percentage of the
selective context. In this work, we set q ∈ [0.1, 0.5] according to the performance
in the validation set.

Decoder The source selective concatenation sN2 = {sN2
1 , .., sN2

p , .., sN2
m1
} is fed

into the standard Transformer decoder to predict the final translation.

2.3 Bi-lingual Context Integration

Section 2.2 only considers the mono-lingual context, i.e. the source context. In
practice, when translating a document, we can also obtain the target context by
sentence-level translating the document before context-aware translation [29]. In
this section, we extend our HanoiT model to integrate the bi-lingual context,
i.e. the source context and the target context.
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Fig. 3. Overview of the extended HanoiT to integrate the bilingual context. Cross
symbols denote masked words. Source concatenation consists of the current source
sentence (x1, x2) and source context (x′1, x

′
2, x
′
3, x
′
4). Target concatenation is composed

of the source sentence (x1, x2) and the target context (y′1, y
′
2, y
′
3, y
′
4). Then the source

and target selective concatenations are incorporated by the gate mechanism to predict
the final translation.

Formally, let X = {x(1), .., x(k), .., x(K)} denote a source language docu-
ment composed of K source sentences and Y = {y(1), .., y(k), .., y(K)} denotes
the sentence-level translation of X. X<k is the historical source context and
X>k is the future source context. Similarity, we denote historical target context
{y(1), .., y(k−1)} as Y<k and future target context {y(k+1), .., y(K)} as Y>k. We
model the translation probability that is conditioned on the bi-lingual source
context X6=k and target context Y6=k as:

P (y(k)|X; θ) =

N∏
i=1

P (y
(k)
i |X;Y6=k; y

(k)
<i ; θ) (8)

where y
(k)
i is the ith word of the kth target sentence and y

(k)
<i are the previously

generated words of the target sentence y(k) before ith position.

Encoder As shown in Figure 3, the current source sentence and the source con-
text are merged as the source concatenation. Besides, the current source sentence
and the target context are also merged as the target concatenation. Both con-
catenations are fed into unified self-attention and selection layers to compute
representations of source concatenation sN2 and target concatenation tN2 .

Decoder With the above encoder, we obtain the representations of the selective
source concatenation sN2 = {sN2

1 , .., sN2
p , .., sN2

m1
} and the selective target con-

catenation tN2 = {tN2
1 , .., tN2

p , .., tN2
n1
}, where m1 and n1 are lengths of selective

source and target concatenation. Given both selective concatenations, we deploy
the multi-head attention by two attention components. Using query, key, value
parameters (WQ

s ,W
V
s ,W

K
s ), the decoder gets the hidden state zsi . Similarly, an-

other hidden state zti is generated by the additional attention component with
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parameters (WQ
t ,W

V
t ,W

K
t ). Considering the previous insight [12] that the gate

network is a good component for bi-lingual context setting, we employ the gate
mechanism to incorporate the source and target context.

Gate Mechanism Given the ith hidden states zsi and zti , the gate mechanism can
be described as:

γi = cσ(Wsz
s
i + Utz

t
i + b) (9)

where Ws and Ut are parameters matrices and b is a bias. c ∈ [0, 1] is a hyper-
parameter to control range of the gate weight. σ(·) is the sigmoid function.

zi = (1− γi)zsi + γiz
t
i (10)

where zi is the ith decoder final hidden state derived from the source context
and target context.

2.4 Training

Given the mono-lingual context only, the training objective is a cross-entropy
loss function on the top of Equation 1. The objective Lm is written as:

Lm = −
∑

X,y(k)∈D

logPθ(y
(k)|X)

(11)

where θ are model parameters.
Considering the bi-lingual context, the training objective Lb is calculated as:

Lb = −
∑

X,y(k),Y 6=k∈D

logPθ(y
(k)|X,Y 6=K)

(12)

where θ are model parameters.
The quality of the target context depends on the sentence-level translation

model, which may bring additional errors. To reduce the possible harm by these
errors and make the training stable, our model optimizes a combination of the
mono-lingual objective Lm and the bi-lingual objective Lb:

Lall = αLm + (1− α)Lb (13)

where α is a scaling factor to balance two objectives between Lm and Lb. We
find when the value of α equals 0.5, our model gets the optimal performance by
balancing two objectives. We adopt Equation 11 to train the model with mono-
lingual context, and Equation 13 to train the model with bi-lingual context.

3 Experiments

To prove the efficiency of our method, we conduct experiments on four public
benchmarks.
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Table 1. Sentence-level evaluation results on four tasks with BLEU% metric using
the source context. Bold numbers denote the best BLEU points. RNN and Transformer
are context-agnostic baselines and others are context-aware baselines. The results with
the symbol “†” are directly reported from the previous work. BLEU points with the
symbol “*” are re-implemented by ourselves. “‡” denotes our proposed method.

Mono-lingual Context IWSLT-2017 NC-2016 Europarl WMT-2019

RNN [3] 19.24† 16.51† 26.26† -

Transformer [28] 23.28† 22.78† 28.72† -
Transformer (our re-implementation) 24.52* 24.45* 29.98* 38.02*

ECT [27] 24.32* 24.40* 30.08* 38.14*
Dual Encoder [11] 24.14* 24.36* 30.12* 38.12*

DCL [43] 24.00† 23.08† 29.32† -

HAN [32] 24.58† 25.03† 28.60† -

Transformer + QCN [42] 24.41† 22.22† 29.48† -

SAN [18] 24.55† 24.78† 29.75† -

Flat Transformer [15] 24.87† 23.55† 30.09† 38.34*

HanoiT (our method) 24.94‡ 25.22‡ 30.49‡ 38.52‡

3.1 Datasets

To evaluate our method, we use the same dataset as previous work, including
IWSLT-2017, NC-2016, Europarl, and WMT-2019 En-De translation [18].

IWSLT-2017 This corpus is from IWSLT-2017 MT track and contains tran-
scripts of TED talks aligned at the sentence level.

NC-2016 NC-2016 dataset is from Commentary v9 corpus. Newstest2015 and
newstest2016 are used as the valid and the test set.

Europarl The dataset from Europarl v7 is split into training, valid and test sets
according to the previous work [18]. Europarl is extracted from the European
Parliament website.

WMT-2019 The WMT-2019 dataset comes from the WMT-2019 news trans-
lation shared task for English-German. Newstest2016, newstest2017, and new-
stest2018 are concatenated as the valid set. Newstest2019 is used as the test
set.1

3.2 Implementation Details

Considering the model performance and computation cost, we use one previous
and one next sentence as the source and target context for all our experiments.

1 https://www.statmt.org/wmt19/

https://www.statmt.org/wmt19/
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Table 2. Sentence-level evaluation results on four tasks with BLEU% metric using
the bi-lingual context. Bold numbers represent the best BLEU points. The results with
the symbol “†” are directly reported from the previous work. BLEU points with the
symbol “*” are re-implemented by ourselves. “‡” represents our proposed method.

Bi-lingual Context IWSLT-2017 NC-2016 Europarl WMT-2019

ECT [27] 24.38* 24.55* 30.24* 38.16*
Dual Encoder [11] 24.26* 24.46* 30.25* 38.24*

DCL [43] 23.82† 22.78† 29.35† -

HAN [32] 24.39† 24.38† 29.58† -
CADec [29] 24.45* 24.30* 29.88* -

SAN [18] 24.62† 24.36† 29.80† -

HanoiT (our method) 25.04‡ 25.28‡ 30.89‡ 38.55‡

The evaluation metric is case-sensitive tokenized BLEU [20]. For different bench-
marks, we adapt the batch size, the beam size, the length penalty, the number of
unified self-attention layers N1, and the number of selection layers N2 to get bet-
ter performance. For all experiments, we use a dropout of 0.1 and cross-entropy
loss with a smoothing rate of 0.1 for sentence-level and context-aware baselines
except notification. All sentences are tokenized with Moses [13] and encoded by
BPE [23] with a shared vocabulary of 40K symbols. The batch size is limited
to 2048 target tokens by default. For the IWSLT-2017 dataset, we deploy the
small setting of the Transformer model, which has 6 layers with 512 embedding
units, 1024 feedforward units, 4 attention heads, a dropout of 0.3, a l2 weight
decay of 1e-4. For the NC-2016 dataset, we use the base setting of Transformer
[28], in which both the encoder and the decoder have 6 layers, with the embed-
ding size of 512, feedforward size of 2048, and 8 attention heads. We set both
dropout and attention dropout as 0.2 for our method. For the Europarl and
the WMT-2019 dataset, the base setting of the Transformer model with 4000
warming-up steps is used.

3.3 Baselines

For the mono-lingual and the bi-lingual context setting, we compare our method
with other baselines.

Mono-lingual Context: RNN [3] and Transformer [28] are backbone mod-
els. ECT [27] simply concatenates the source sentence and context into the
standard Transformer model. Besides, Dual Encoder [11] uses two encoders
to incorporate the source sentence and context sentences to predict the trans-
lation. Moreover, DCL [43] incorporates context hidden states into both the
source encoder and target decoder. Flat Transformer [15] focus on the cur-
rent self-attention at the top. Furthermore, HAN [32] and SAN [18] introduce
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Table 3. Sentence-level evaluation results on four benchmarks with BLEU% met-
ric under the mono-lingual context setting. The architecture N1 + N2 represents our
HanoiT consists of N1 unified self-attention layers and N2 selection layers. The archi-
tecture (N1 = 6, N2 = 0) only uses six unified self-attention layers with the segment
embedding, which select all context words to generate the final translation.

Architecture IWSLT-2017 NC-2016 Europarl WMT-2019 Average

6 + 0 24.48 24.64 30.22 38.22 29.39
5 + 1 24.32 24.95 30.52 38.46 29.74
4 + 2 24.55 24.52 30.72 38.37 29.54
3 + 3 24.64 24.88 30.65 38.12 29.58
2 + 4 24.74 24.60 30.62 38.62 29.65
1 + 5 24.94 25.22 30.49 38.40 29.85
0 + 6 24.56 24.75 30.66 37.98 29.49

the hierarchical and selection attention mechanism. QCN [42] is a query-guided
capsule networks.

Bi-lingual Context: CADec [29] is composed of identical multi-head attention
layers, of which the decoder has two multi-head encoder-decoder attention with
encoder outputs and first-pass decoder outputs. Also, Dual Encoder, ECT,
DCL, HAN and SAN can also use the bi-lingual context to improve the per-
formance.

3.4 Main Results

Mono-lingual Context We present the results of our proposed method, sentence-
level baselines, and other context-aware baselines in Table 1, which all only
use the mono-lingual source context. The context-aware baselines include ECT,
Dual Encoder, DCL, HAN, SAN, and Flat Transformer. The sentence-level
Transformer model gets 24.52, 24.55, 29.98, and 38.02 BLEU points on four
benchmarks. Compared to this strong baseline, our model also significantly
gains an improvement of +0.42, +0.77, +0.81, and +0.51 BLEU points respec-
tively on four benchmarks. Furthermore, our method outperforms SAN by +0.39,
+0.44, +0.74 BLEU points on IWSLT-2017, NC-2016, and Europarl datasets.
We also observe that most context-aware models gain better performance than
the sentence-level model Transformer, especially on IWSLT-2017, NC-2016, and
Europarl datasets. We conjecture these three datasets are suitable for evalu-
ating context-aware models, where the current sentence needs to learn longer
dependencies.

Bi-lingual Context Under the bi-lingual context setting, our method also outper-
forms other baselines, including Dual Encoder, ECT, DCL HAN, CADec, and
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Fig. 4. Ratio of the source and target context selected words on the NC-2016 dataset.
Our model selects useful words from both the source and the target context gradually
layer by layer. Therefore, the number of context words reduces as the depth of selection
layer increasing.

SAN. HanoiT can achieve improvements of +1.02, +1.33, +0.91, +0.53 BLEU
points than the sentence-level Transformer baseline. It proves that HanoiT
also can be compatible with the target context to select useful words. Besides,
HanoiT can significantly outperform the related baseline SAN model by +0.49,
+0.50, +1.14 BLEU points, achieving better performance on three benchmarks.
We also observe that the bi-lingual context provides marginal improvements over
the mono-lingual context. According to these results, we infer that whether the
context-aware model benefits from the bi-lingual context setting is dependent
on the specific dataset.

4 Analysis

Attention Visualization Our model encodes the concatenation of the source
words and all context words by the unified attention layers at the bottom layers.
As shown in Figure 6(a), the model focuses on the source sentence “What do
you do when you have a headache ?” and all context words “You swallow an
aspir@@ in .” using the self-attention mechanism, which ensures that all context
words can provide the external guidance and implicitly contribute to the trans-
lation. The context words with higher attention weights tend to be selected. In
Figure 6(b), the model only focuses on the source sentence and selected context
word “aspir@@”. The source word “headache” has a correlation with the context
word “aspir@@”. In this way, our method pays more attention to the current
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Fig. 5. Results of HanoiT (N1 = 5, N2 = 1) with different values of the hyper-
parameter q to control the selection of context words on IWSLT-2017 dataset.

sentences and the selected words, while the other context words also provide the
supplemental semantics for the current sentences at the bottom.

Number of Selection Layers To better understand the impact of the selection
layers for the translation performance, we tune different numbers of concatena-
tion self-attention layers (N1 layers) and selection layers (N2 layers) to get the
better performance under the mono-lingual setting. For the fair comparison, we
keep the N1 +N2 = 6, which equals the number of the base setting Transformer
layers. As shown in Table 3, we find that the architecture “N1 = 1, N2 = 5”
gains the best average performance on four benchmarks. Besides, stacking too
many selection layers also leads to worse performance, which may be caused by
wrongly discarding too many context words. In summary, our proposed model
uses all context words by unified self-attention layers, and focuses those impor-
tant context words at the top of encoder blocks.

Ratio of Selected Words We investigate how many words in the context are
selected on the NC-2016 dataset. Figure 4 shows that the first selection layer
reserves only 60% words from the context. After multiple selection layers, the
ratio gradually reduces to 48.24%. Another obvious phenomenon is that the
ratio of the target context is less than that of the source context. An intuitive
explanation is that we use the source sentence words to select source or target
context words, where source-source attention has a higher score compared with
the source-target attention. Representations of the same language have a closer
relationship than those of different languages on average [21].
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Fig. 6. Attention visualization of the encoder self-attention weights of the bottom
unified attention layer (a) and top layer after the selection operation (b).

Controlling the Context Selection According to Equation 6, whether a context
word is selected depends on δsk≥q∗p. To investigate which value of the hyper-
parameter q is beneficial for the translation, we tune different values of q switch-
ing from 0.1 to 1.0. In Figure 5, the results show that when the value of 1 is in
[0.1, 0.3], our proposed method gets better performance. When the value of q is
too large, it will make our model ignore most useful context words. Therefore,
we recommend the value range q = q0 ∈ [0.1, 0.3].

Online vs. Offline Setting Table 4 lists results of our method with different
context settings. “1 previous” denotes the online setting where the context only
includes one previous sentence. “1 previous + 1 next” denotes the offline setting
where the context includes one previous and one next sentence. From the table,
we can find that our proposed method has the similar performance with online
and offline settings on the IWSLT-2017 and NC-2016 datasets. We also try the
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Table 4. Results of our method with the offline (1 previous + 1 next) and the online
(1 previous) setting.

Context IWSLT-2017 NC-2016 Avg.

Online (1 previous) 24.62 24.78 24.70
Offline (1 previous + 1 next) 24.94 25.12 25.07

longer context including “2 previous + 2 next” and “3 previous + 3 next”, but
find no significant improvement.

Mono-lingual vs. Bi-lingual Context For the source and target mono-lingual
context setting, our method gets 24.94 and 24.98 BLEU points on the IWSLT-
2017 dataset. Furthermore, we conduct experiments with the bi-lingual context
sentences and get 25.04 BLEU points, where the target context sentences are
the translation of the source context sentences. The bi-lingual context setting of
our method has limited improvement over the mono-lingual context setting. The
reason is that the target-side context shares similar information to the source-
side, which also has been found by the previous work [18].

Leveraging Pre-trained Model Since the parameters of our model are the same
as the standard Transformer, our model can be initialized with the pre-trained
model to enhance our method. The pre-trained model BART-large [14] is used
for initialization under the mono-lingual context setting. We extract 12 bot-
tom layers of the BART encoder and 6 bottom layers of the BART decoder
to initialize our model. On IWSLT-2017 dataset, our model gains +1.91 BLEU
improvement (24.94 → 26.85) with pre-trained model BART.

5 Related Work

Sentence-level Machine Translation Sentence-level neural machine translation
has developed immensely in the past few years, from RNN-based [26,2,34,35,8,38],
CNN-based [7], to the self-attention-based architecture [28,33,25,39,41,40,37,36].
However, these models always performed in a sentence-by-sentence manner, ig-
noring the long-distance dependencies. The past or future context can be impor-
tant when it refers to using discourse features to translate the source sentence
to the target sentence.

Context-aware Machine Translation Context-aware machine translation aims
to incorporate the source or target context to help translation. Previous works
[24,11,31,9,5,30,17,29] have proven the importance of context in capturing dif-
ferent types of discourse phenomena such as Deixis, Ellipsis, and Lexical Cohe-
sion. Others [11,31,4,30,18] explore the dual encoders and concatenation-based
context-aware models.
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Recently, a promising line of research to improve the performance of the
context-aware NMT is to select useful words of the whole context, which can be
used to enhance the positive use of context [19,44,10]. Other researchers propose
selective attention mechanism by introducing sparsemax function [18,16].

6 Conclusion

In this work, we explore the solution to select useful words from the context. We
propose a novel model called HanoiT, consisting of unified self-attention layers
and selection layers. The experiments on both mono-lingual and bi-lingual con-
text settings further prove the effectiveness of our method Experimental results
demonstrate that our proposed method can select useful words to yield better
performance.
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