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Abstract. Phylogenetic PCA (p-PCA) is a version of PCA for observa-
tions that are leaf nodes of a phylogenetic tree. P-PCA accounts for the
fact that such observations are not independent, due to shared evolution-
ary history. The method works on Euclidean data, but in evolutionary
biology there is a need for applying it to data on manifolds, particularly
shapes. We provide a generalization of p-PCA to data lying on Rieman-
nian manifolds, called Tangent p-PCA. Tangent p-PCA thus makes it
possible to perform dimension reduction on a data set of shapes, taking
into account both the non-linear structure of the shape space as well
as phylogenetic covariance. We show simulation results on the sphere,
demonstrating well-behaved error distributions and fast convergence of
estimators. Furthermore, we apply the method to a data set of mammal
jaws, represented as points on a landmark manifold equipped with the
LDDMM metric.

1 Introduction

Phylogenetic PCA ([I8], [I7]) is a method for doing Principal Component Anal-
ysis ([I4], [6]) on data that is assumed to be dependent in a particular way.
Namely, the observations x1,...,xny € R? are assumed to be the leaf nodes of
a phylogenetic tree, i.e. a rooted, bifurcating tree, as exemplified on figure la.
According to the Brownian motion model of evolution ([I], [3]), the branches of
this tree represents Brownian motions: the value of a node n € R is the endpoint
of a Brownian motion starting at the parent node m € R?. The branch length
between the nodes equals the duration of the Brownian motion. The values of
two leaf nodes x;,z; in such a tree are not independent; the more recent their
latest common ancestor is, the closer they are likely to be. Phylogenetic PCA is
designed to filter out this phylogenetic covariance among observations; it instead
describes the variability that is not due to the evolutionary covariance.
Phylogenetic PCA (p-PCA) is defined for variables taking values in a Eu-
clidean space. We generalize p-PCA to the setting where the nodes of the tree
can take values in a general Riemannian manifold, not only R?. In studies of
morphological evolution, p-PCA has so far been applied to landmark shapes
which are treated as elements of a Euclidean space [I7]. From a mathematical
point of view, this is a crude approximation which ignores the non-linear struc-
ture of shapes (adding or subtracting two shapes does not necessarily result in
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a meaningful shape). In this work, we treat a shape as a point on a Rieman-
nian manifold, e.g. Kendall’s shape space [8] or an LDDMM shape space ([20]
and [12]). Tangent phylogenetic PCA thus enables doing dimension reduction
for shapes properly treated as elements of a manifold, while accounting for the
non-independence caused by the underlying tree structure.

Brownian motions are well-defined on Riemannian manifolds, so the statis-
tical model of Brownian motions combined to form a bifurcating tree is directly
transferable to the manifold setting. Our extension of p-PCA, tangent p-PCA,
works by iteratively using linear approximations of the manifold. In each linear
approximation, the Euclidean formulas for p-PCA are used. This allows for re-
taining the interpretation from the Euclidean setting, while making sure that
the output respects the non-linear structure of e.g. shapes.

1.1 Overview of the paper

In section [2] we describe phylogenetic PCA in the Euclidean setting. In section
[B] we describe the necessary elements of Riemannian geometry, in particular
geodesics, the geodesic distance and the Riemannian Brownian motion. The
section also includes basic elements of statistics on a Riemannian manifold. In
section [4] we describe tangent phylogenetic PCA. In section [5] we illustrate the
method on simulated data on the sphere, and apply it to a data set of mammal
jaws, represented by landmarks in the LDDMM shape space.

2 Phylogenetic PCA

In this section, we describe Euclidean phylogenetic PCA [18]. We define the
tree structure with leaf node observations which constitutes the input to the
algorithm. And we define the underlying Brownian motion model on the tree.
Phylogenetic PCA takes as input a rooted, bifurcating tree. We denote this
by
(V.E, L),

where V' is the node set, E is the edge set, and L is a function giving the "length’
of an edge, L(e) = L(n;,n;) € R>p,e = (n;,n;) € E. A node n € V can have an
associated value z,, € R%. We will call such a tree a p-tree. P-PCA assumes that
only leaf nodes are observed. In this section, the node values will be Euclidean,
so z; € R?. In the subsequent sections, we will generalize this to allow values in
a Riemannian manifold.

The length of a path between two nodes is the sum of the edge lengths
between nodes in the path. There is a unique shortest path from the root r to
any node n; € V, and we denote the length of this path by L(r,n;).

The most recent common ancestor of two nodes n; and n;, MRCA(n;, n;), is
the unique node n € V' from which there is a path to both n; and n;, and which
minimizes the path-lengths L(n,n;) and L(n,n;).

We interpret a p-tree with leaf observations as a phylogenetic tree, where only
the leaf nodes are recent enough in time to be known. Estimating phylogenetic
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Fig.1: a). An example of a phylogenetic tree. r is the root node and 1, . .., x4 are
the leaf nodes. The edge lengths are written next to each edge. b). A realization
of the tree in figure a), generated from Brownian motions in R%. The green '+’
at (1,0) is the root node. The two pink stars are the inner nodes. The 4 green
stars are the leaf nodes. There are 6 Brownian motions, corresponding to the
6 edges in figure a). If two edges in figure a) share a node, the corresponding
Brownian motions has different colours.
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trees (i.e. nodes, edges and edge-lengths) for various species is a developed and
active field of research. See for example [I3], containing the tree for the mammal
jaws data set we analyse in section [5}

2.1 The Brownian motion model on a tree

In this section we describe the model of a p-tree with branches representing
Brownian motions on R%, and how this leads to a joint normal distribution of
the leaf nodes.

Let {B{°};>0 denote a Brownian motion (BM) in R? with initial value .
Given a p-tree (V, E, L), the associated Brownian motion model assumes that
each edge of the tree corresponds to the path of an R%-valued Brownian motion.
All such Brownian motions are assumed to have the same covariance matrix.
Namely, the values y,, Ty, € R4 of two nodes ni,n; €V st. (n;,n;) € E and
L(n;,n;) =t' are related by

zn, ~ P(B"), (1)

i.e. z,,, is an observation from the time-t’ transition distribution of Bf,"" . Thus all
nodes except for the root are random variables. Figure 1b shows one realization
of the p-tree in figure la.

The assumption that the nodes are endpoints of Brownian motions implies
that the joint distribution of leaf-node values {z1,...,zn} is a normal distribu-
tion on R4, In [3], it is shown that

(z1,...,25) ~ N(Dr,R® C), (2)

a normal distribution with mean Dr and covariance matrix R ® C. D is an
(N -d) x d design matrix where D;; = 1,if (j—1)-N <1 > j-N, and 0 otherwise.
r € R? is the value of the root node. R € R**¢ is the covariance matrix for each
BM between nodes, with R;; = o;; the covariance between coordinate ¢ and
j. C € RNXN is the evolutionary covariance matriz determined by the p-tree;
Cij = L(r, MRCA(n;,n;)). Le. C;; is the shared branch length between n; and
n;. ® is the Kronecker product of matrices.

The maximum likelihood estimates of the phylogenetic mean-parameter r
and the covariance parameter R are,

P=(1Tc1)7 (1T X) e RY, (3)

j (x =) ¢ (X —#T) e R, (4)
N-1
where X € RV*? is the matrix where each row is a leaf-node value, and X —#7 €
RN*4 i the row-wise difference (see [5]). Note that R is the ordinary empirical
covariance matrix, but with the data centered around the phylogenetic mean 7
and weighted by C.
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2.2 Phylogenetic PCA

Under the Brownian motion model on the p-tree, the leaf node observations
{z1,...,2zy} are not independent. Their covariance is described by the matrix
C' ® R, which is block-diagonal (implying independence) only for a tree with two
leaf nodes and no inner nodes. Given a p-tree for the data, we already know the
matrix C| i.e. we already know the part of the covariance that is caused by the
tree-structure. Therefore, we are interested, rather, in estimating the covariance
of the Brownian motions, R. Using this covariance matrix, one can proceed as
in ordinary PCA and find the directions of highest variability.

We can now state the algorithm for phylogenetic PCA. In summary, it con-
sists in doing ordinary PCA but with the data centered at the root estimate
7 and using R instead of the ordinary empirical covariance matrix. The algo-
rithm below returns the principal component representation of the data in the
original space R?. One might be more interested in a representation of the data
directly in the lower dimensional space, i.e. a plot of the data in R*, k < d,
wrt. a k-dimensional basis of eigenvectors. This other use case is just a simple
reformulation of the last step in the algorithm below. Furthermore, it is sensible
to choose k based on a plot of the eigenvalues.

Algorithm 1: Phylogenetic PCA
Input: A p-tree (V, E, L) with leaf observations {z;};=1. n, and a choice
ke {1,...,d} of dimension of the reduced representation

Output: A dimension-reduced representation of the data,
{#i}iz1.v € M.

1 Compute ML estimates of the root 7 (eq. ) and center the data
around 7,

({L‘i)f =xX; — ’IQ7 i=1..N.

2 Compute the covariance estimate R (eq. )

3 Eigen-decompose R and proceed as in ordinary PCA: project the
7-centered observations {(z;)s}i=1..n to the subspace spanned by the
first k eigenvectors, to get principal components {Z;};—1. n.

4 return {Z;};—1. N

3 Riemannian geometry

In this section, we give a brief introduction to Riemannian geometry, enough to
provide an intuitive understanding of tangent p-PCA. For a more thorough intro-
duction to Riemannian geometry, see e.g. [LT]. We include Riemannian Brownian
motions and statistical methods on Riemannian manifolds.

A Riemannian manifold is a pair of objects, (M, g), where M is a smooth
manifold and ¢ is a Riemannian metric. A smooth manifold is the generalization
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of a smooth surface in R3 to higher dimensions, i.e. an n-dimensional manifold
can be thought of as a smooth n-dimensional surface in R?, for some d > n. The
word smooth, which we will mostly omit henceforth, means infinitely differen-
tiable. Locally around any point p € M, the manifold can be identified with R",
where n = dim(M). This local vector space representation of M at p is called
the tangent space of M at p, and is denoted T,M. T,M is the n-dimensional
plane best approximating the surface M at p. Another viewpoint is that T, M
contains any possible tangent vector of smooth curves on M passing through p.
Note that, taking the viewpoint of M as embedded in R?, tangent vectors in
T,M are elements of R

On a general smooth manifold, there is no notion of distance between points
or of lengths of curves on M. The length of a curve can be computed by measuring
the length of its tangent vectors, which a Riemannian metric makes possible.
A Riemannian metric ¢ is a collection of inner products on the tangent spaces
of M, g,(-,") : T,M x T,M — R, smooth as a function of p. The length of a
tangent vector can now be computed as the norm induced by this inner product,
17(to)llg == /gy (7(t),7(t)), where ~y is a smooth curve on M and (1) is its
tangent vector at time ¢. The length of a curve « : [0,1] = M can be computed
as L(v) = fol I7(t)|lgdt. From the notion of curve length we can define a distance
metric on M,

dg(p,q) = {L(7) | v is the shortest curve s.t. v(0) =p,v(1) = ¢}, p,q€ M.

Note that for M = R™ and ¢ the Euclidean metric (i.e. the metric s.t. g, is
the standard Euclidean inner product for all p € Rd) this reduces to dy(p, q) =

v —q)T(p— q), the ordinary Euclidean distance between p and gq.

3.1 Geodesics, exp and log

A central notion in Riemannian geometry is that of a geodesic, which is a locally
length-minimizing curve. This means that if 7 is a geodesic, any sufficiently small
(smooth) perturbation of « will increase L(7).

A geodesic solves a second order ODE, and is uniquely determined by its
initial position and tangent vector. Thus we can write v, (t) for a geodesic
starting at p € M with initial tangent v € T, M. For fixed time ¢ = 1 we
can consider v, (1) to be a map from the tangent space T, M to M, called the
Riemannian exponential map,

exp, : TpM — M : v+ exp,(v) := v, (1). (5)

At any p € M, there exists an open subset V' C T, M such that the Rieman-
nian exponential is a diffeomorphism onto expp(V) :=U C M. The largest such
subset V' is called the tangential cut locus at p, denoted C,. exp, has a smooth
inverse on C), := exp,(C,), called the cut locus,

log, : C, C M — T,M : q+ log,(q) := expgl(q). (6)
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Thus log,(q) is the tangent vector satisfying véogp(q)(l) = ¢. On the sphere

(with the canonical pull-back metric), C, = 5%\ {—p}, i.e. all points except the
antipodal point. On a general Riemannian manifold we do not have an explicit
characterization of C, and C,,.

3.2 Brownian motions on a Riemannian manifold

A Riemannian Brownian motion is a stochastic process on (M,g) whose in-
finitesimal generator is the Laplace-Beltrami operator [7]. To simulate a Brow-
nian motion via a Euler-Maruyama-like scheme [19], choose some initial point
po € M and a step-size A. We will denote the generated Brownian motion by
{BP°(t)},~o- Choose an orthonormal basis of T, M/ wrt. the Riemannian metric.
Draw a vector v € T, M from a standard normal distribution wrt. this basis.

Generate the next point as BP°(A) = exp,, (WA) € M. At any time-point

t of the trajectory, the next point BP°(t + A) is generated as above by letting
the initial point be BP0(t). The resulting process will be an approximation of a
Riemannian Brownian motion.

A non-isotropic Brownian motion (i.e. with non-identity covariance) can be
generated similarly, but the construction is more involved since the orthonormal
basis cannot be chosen arbitrarily in each tangent-space, it needs to be consis-
tently transported between them. We refer to [16], chapter 10.

3.3 Riemannian geometric statistics: the Fréchet mean and tangent
PCA

The field of geometric statistics deals with observations lying on a manifold -
often assumed to be a Riemannian manifold. Given observations x1,...,zy on
a Riemannian manifold, we can define a mean point 4 € M as a minimizer of
the sum of squared geodesic distances to the observations,

N
= argminZdQ(ﬁ,xi)Q. (7)

peM 5oy

This is called the Fréchet mean [16]. Note that this might not be unique, for
uniqueness conditions see [16], [9].

A general strategy for applying a Euclidean statistical method to observations
on a manifold is to first map the observations to the tangent space of the mean,
T, M, via the Riemannian logarithm. Then apply the Euclidean method in 7, M,
and map the result back to M via the Riemannian exponential. Tangent PCA
([16], []) does exactly this. Given some basepoint p, e.g. the Fréchet mean, the
procedure consists in doing ordinary PCA in 7}, M. The observations in 7, M can
thus e.g. be projected to the desired k-dimensional PCA subspace and mapped
back to M via the exponential map.

Tangent phylogenetic PCA will be defined in an analogous way. First, we it-
eratively estimate the root node 7, using the Euclidean estimator in each tangent



8 M. Akhgj et al.

space. Then we apply Euclidean p-PCA in the tangent space T;.M, and map the
result back to M.

4 Tangent phylogenetic PCA

We now assume given a p-tree (V, E, L) where the leaf observations {z;};—1. n €
M are points on a Riemannian manifold (M, g).

The model of Euclidean Brownian motions structured according to a p-tree is
directly transferable to the manifold setting. Thus we assume the data {x;};=1. N
to be observations of leaf nodes on M.

As for Euclidean p-PCA, the first step of tangent p-PCA is to estimate the
root r € M. Algorithm 2 describes a method based on iterative tangent space
approximations of M. It is inspired by a gradient descent algorithm for estimating
the Fréchet mean ([I6], section 2.2.2, and [I5]).

Algorithm 2: Root node estimation

Input: A p-tree (V, E, L) with leaf observations {z;}i—1..v, an initial guess
ro € M and a convergence threshold € > 0.
Output: An estimate of the root # € M.

1 Set 7 := r and choose some initial 7 € T M s.t. ||F]|g > €.
2 while |7y > € do

3 Map the data to T:M, (x;) := log.(x;), ¢ = 1..N, and collect these

vectors in a matrix X € RV*<,

4 Compute 7 = (lTC*ll)_1 (1T071X) € T: M, the Euclidean estimate
from eq. .

5 Compute 7 = exp,(7) € M

6 end
7 return 7

The second step of tangent p-PCA is to map the data to the tangent space of
the estimated root node via the Riemannian logarithm, and then do Euclidean
p-PCA. However, there is a caveat to this: we need to compute the covariance
matrix using a canonical basis, and we need the eigenvectors to be orthonormal
wrt. the Riemannian metric g. This can be ensured by representing the observa-
tions, (x;)s :=logs(z;) € TpM,i=1...N, wrt. a basis that is orthonormal wrt.
the Riemannian metric - the result will not depend on which orthonormal basis
is used. Let g7 be the d x d matrix representing the Riemannian metric locally
around 7. Then an orthonormal basis for T M can be found via the Cholesky
decomposition g, V' — LLT. The columns of L is an orthonormal basis wrt. g.
Tangent p-PCA is described in algorithm 3 below.
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Algorithm 3: Tangent phylogenetic PCA

Input: A p-tree (V, E, L) with leaf observations {z;}i=1..v, an estimate of the
root node 7 and a dimension k € {1,...,d} of the reduced
representation.

Output: A k-dimensional representation of the data, {Z;}i=1.8n € M.

1 Map the data to T3 M, (x;)» := log,(x;), and collect these vectors in a matrix
X e RVX4,

2 Compute the Cholesky decomposition L of g;l, g;l = LLT, and change
coordinates of the observations to the Cholesky basis, i.e.
Xortho 1= X(L_I)T~

3 Compute R= ﬁXOTMhOC”lethO, the phylogenetic covariance matrix.

4 Eigen-decompose R and proceed as in ordinary PCA in T:M: project the
observations X, ¢ho to :che span X* C T- M of the first & eigenvectors to get
principal components Xortho in T M.

5 Write the principal components wrt. to Euclidean coordinates, i.e. X := XLT.
Row i of X is principal component Z; € Tz M.

6 return {ji}izl,,]\f = {exp;(ii)}i:l,,]\].

Note that, for M = R? and the Euclidean metric g, algorithms 2 and 3 yields
the Euclidean root estimates and p-PCA, respectively.

If V.C T,M is a k-dimensional subspace , exp,(V N Cp) C M is a k dimen-
sional submanifold. If {(x;)s}i=1. v C Cr, then {Z;};=1. .y C M are points on
the submanifold exp;(X* N C;). In this sense they constitute a k-dimensional
representation of the original data.

5 Simulations and applications

In this section, we investigate the behaviour of tangent p-PCA via simula-
tions on the sphere and by applying it to a data set of mammal jaws, rep-
resented as landmark shapes. All computations are done using Jaxgeometry
https://bitbucket.org/stefansommer /jaxgeometry/. The implementations are based
on automatic differentiation libraries, as is further described [10].

5.1 Simulations on the sphere

We generate observations on the unit sphere, S2, by simulating isotropic Brow-
nian motions on S? structured according to a p-tree. The topology of the tree
is equivalent to the one on figure la, and branch lengths are proportional. We
simulate isotropic Brownian motions using the Euler-Maruyama-like scheme de-
scribed in section The true root is the north pole, and the convergence
criterion parameter is set to e = 107°. For each of the 1000 simulated trees, we
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estimate the root node via algorithm 2 and compute its Riemannian distance
to the true root. A single realization of a p-tree is shown in figure 3. The error-
distribution is shown in figure 2. We note that it resembles a y2-distribution.
When the leaf nodes are Euclidean, the root is the mean of a Normal distribution,
and it is well known that the exact error-distribution is chi-square.

Frequency

06 08
Ir=1ll-

Fig.2: Distribution of Riemannian dis- Fig.3: A realization of the tree in
tance ||r — 7|, i.e. the geodesic distance figure la, generated from Brownian
between the true root and the root esti- motions on the sphere. The green
mate, based on 1000 simulated trees on '+’ is the root node. The two pink
the sphere. For reference, the geodesic stars are the inner nodes. The 4
distance from the north pole (the true green stars are the leaf nodes.

root) to a point on the equator is 7/2 ~

1.57.

Figure 4 shows a histogram of the number of iterations until convergence for
two different choices of initial root-value: the Fréchet mean and the south pole,
respectively.

5.2 Mammal jaws data set

In this section, we analyse a data set of mammal jaws. For each of 113 mammal
species, the data set contains from 1 to 8 jaws, each represented by 14 landmarks
in R2. Figure [6] shows the 113 landmark shapes represented in R2?. For a full
description of the data, see [2]. The phylogenetic tree is estimated in [I3].

The first step of our analysis is to perform Procrustes alignment of the shapes.
After that, we compute the Euclidean mean of the jaw observations within each
species, and proceed with these 113 points instead of the full data set. After that,
we consider them as points in the LDDMM landmark space with a Gaussian
kernel k(g;,q;) = Bexplu-ul*/20" ¢ R ¢, € R2 (see [16], [20], [12]). This a
Riemannian manifold (M, g) where M = R*!* = R?8 and the metric is given
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by gp(u,v) = v K, v. Here, K, (the so-called co-metric) is a block matrix
By = {(Kp)i’]}i,jzl..l47 with
() = k(girqi)a) @i k(qira5)q;) a5
PR kg, 90)a) a0 ka5, 95)4] 44

for shape p = (qi1,...,q14) consisting of 14 landmarks ¢; € R2.

Here, the parameter o determines the width of the kernel; if o is large,
landmarks far apart will be affected by perturbing one of them. In our analysis,
we set B = 1, and o equal to 1.5 times the average over all shapes of the
average Fuclidean distance between landmarks in each shape. I.e. ¢ = 0.208
is proportional to the typical distance between landmarks within a typical jaw
shape.

We start out by estimating the root node using algorithm 2. The results are
presented in figure[6] As initial estimate we use the root estimate from Euclidean
p-PCA. The algorithm converges in 8 iterations with a threshold of ¢ = 1074,
The root estimate deviates visibly from the Euclidean root estimate.

We then perform tangent p-PCA according to Algorithm 3. We compute the
phylogenetic covariance matrix RinT; M and plot its eigenvalues to determine a
dimension & which describes most of the variability, while reducing the dimension
significantly. The eigenvalues are plotted in figure 5. The first 6 eigenvectors
describes a large proportion of the (non-phylogenetic) variation, thus we choose
to represent the observations in & = 6 dimensions. Figure [7] below shows the
projected observations for both tangent p-PCA and for Euclidean p-PCA on
Procrustes aligned landmark shapes.

South pole

Fréchet mean
200

0.0025

150 4 0.0020 4

0.0015

Count

100

0.0010

Eigenvalue

50 4
0.0005

0.0000

S Itératlioons12 o ° ’ Inlc;ex of eilz_;envaluz; ®
Fig. 4: Histogram showing the number of Fig.5: Eigenvalues from tangent p-
iterations until convergence of the root- PCA on the Mammal jaws data set.
estimate on the sphere, for two different

choices of initial value: the Fréchet mean

(yellow) and respectively the south pole

(blue). For each initial value, 500 trees

was simulated.
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—0.4 -0.2 0.0 0z

Fig. 6: Illustration of the Mammal jaws data set (yellow dots) and 2 root es-
timates, one by algorithm 2 (green ’+’-signs) and one by Euclidean p-PCA
(red '+’-signs) after Procrustes alignment. Each shape consists of 14 landmarks
(dots), numbered in the figure.

-0.4 0.2 0.0 0.2

Fig. 7: Blue dots are the Mammal jaws observations after Procrustes alignment.
Red dots are the observations in T;M projected to the first 6 tangent p-PCA
eigenvectors and then mapped back to M via the Riemannian exponential. Green

dots are the observations projected to the first 6 Eigenvectors of Euclidean p-
PCA.
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6 Conclusions and future work

We have constructed a version of phylogenetic PCA for manifold-valued data
and applied it to a dataset of landmark shapes. We have argued that there is
a need in evolutionary biology for doing exactly this. The method is based on
Euclidean approximations in a way which respects the manifold structure of the
data while keeping the interpretation of Euclidean p-PCA.

Computationally, the most demanding part of tangent p-PCA is the root-
estimation, specifically the computation of logarithms. In each iteration, N Rie-
mannian logarithms must be computed, each of which is an optimization problem
on RI™(M)  However, the log-computations are independent of each other, so
can be done in parallel.
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