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Abstract. Internet of Things and cloud computing are two technologi-
cal paradigms that reached widespread adoption in recent years. These
paradigms are complementary: IoT applications often rely on the com-
putational resources of the cloud to process the data generated by IoT
devices. The highly distributed nature of IoT applications and the giant
amounts of data involved led to significant parts of computation being
moved from the centralized cloud to the edge of the network. This gave
rise to new hybrid paradigms, such as edge-cloud computing and fog com-
puting. Recent advances in IoT hardware, combined with the continued
increase in complexity and variability of the edge-cloud environment, led
to an emergence of a new vision of edge-cloud continuum: the next step
of integration between the IoT and the cloud, where software compo-
nents can seamlessly move between the levels of computational hierarchy.
However, as this concept is very new, there is still no established view of
what exactly it entails. Several views on the future edge-cloud continuum
have been proposed, each with its own set of requirements and expected
characteristics. In order to move the discussion of this concept forward,
these views need to be put into a coherent picture. In this paper, we pro-
vide a review and generalization of the existing literature on edge-cloud
continuum, point out its expected features, and discuss the challenges that
need to be addressed in order to bring about this envisioned environment
for the next generation of smart distributed applications.

Keywords: edge computing · fog computing · Internet of Things · edge-cloud
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1 Introduction

Recent years saw rapid development in cloud technologies and a raise of the
cloud computing paradigm to widespread adoption [1]. This trend is driven by
the unique benefits offered by cloud computing, such as high availability and
scalability of computational resources [26]. At the same time, the rise of cloud
computing has been accompanied by another trend—increasing prevalence of
smart end devices (Internet of Things and Cyber-Physical Systems) [15]. These
two trends seem to push the IT ecosystem in opposing directions: while the
cloud paradigm favors centralized services, the IoT and CPS paradigms allow for
previously unseen levels of decentralization by bringing the “smart” properties
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into the devices that directly interact with the physical world. In order to fully
utilize the benefits of vast computational capacities offered by the centralized
cloud, and the benefits of ubiquitous availability and versatility of smart end
devices, there is a need to provide a unifying paradigm that would connect
this diverse ecosystem from the large data centers, through the intermediate
computational, network, and storage nodes, all the way to the end devices [6].

Recognizing the need to address the challenges of increased prevalence, mobil-
ity, and network connectivity of end devices, there have been proposed multiple
approaches to make cloud computing more distributed, such as edge comput-
ing [28], fog computing [11], transparent computing [40], etc. However, these
approaches, while providing a remedy to the problems of geographic distribution
and mobility, do not propose a coherent framework that could be used to reason
about the applications that span multiple layers of this diverse ecosystem.

In this search for a unifying paradigm, there has been proposed the concept
of Edge-Cloud continuum (ECC) [23] (also referred to as Mobile-Edge-Cloud
Continuum [4] and Device-Edge-Cloud Continuum [36]). This concept envisions
the cloud-to-end-device chain as a single unified space with flexible boundaries
between levels, in which applications coexist in a highly distributed, yet highly
interconnected and resource-rich environment.

Since this concept appeared only very recently, there is no common under-
standing of it, and there are several distinct views on it. Thus, in its current state,
edge-cloud continuum is more of a vision than a coherent paradigm. Yet, given
that this vision is aimed to provide an insight into the future of a potentially
very impactful technology, there is a need in a more systematic and clear-cut
understanding of edge-cloud continuum and related concepts.

In this paper, we (i) review the existing work on edge-cloud continuum and
related concepts, (ii) provide a generalized overview of the expected properties
and features of ECC based on that review, and (iii) put forward the questions
that need to be answered in future research on the topic. With this contribution,
we aim to advance the discussion on the future of IoT and edge computing
towards a more well-founded vision.

The rest of the paper is structured as follows. Section 2 provides a brief
overview of the developments in cloud computing and IoT that led to the
emergence of the idea of ECC. Section 3 provides an overview of the literature
related to ECC and adjacent topics. Section 4 distills the existing views on ECC
into a common picture. Section 5 presents a list of open questions about ECC that
need to be addressed in further research on the topic, and Section 6 concludes
the paper.

2 Background

The idea of edge computing emerged several years ago as a response to the
challenges posed by the rapid growth in usage of mobile devices, and the in-
creasing reliance of mobile applications on cloud services [28]. The traditional
centralized cloud systems could not guarantee a sufficiently low end-to-end la-
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tency to accommodate the needs of mobile device users, and as a response to
that, the idea to move the computation closer to the users appeared. One of
the most commonly adopted ways to do it is using edge servers, also known as
cloudlets [29]. A cloudlet is a small server that is supposed to be located just
one network hop away from the devices it serves. Thus, it is often assumed to be
located near the closest gateway (base transceiver station, router, etc.), or no
further than immediately above it (from the perspective of network topology).
Using the cloudlet architecture helps to improve user experience not only by
reducing the latency between a mobile device and a cloud service, but also by
masking network outages to some degree, thus providing a more smooth user
experience overall [28].

The idea of fog computing [11] is closely related to edge computing. While the
term edge computing more often appears when talking about mobile devices[31],
such as smartphones, fog computing is more often used in the context of Internet
of Things[7].

There exists certain confusion in the literature around the terms edge com-
puting and fog computing, as different authors see distinctions between these
paradigms differently. Sometimes, fog computing is seen as a sub-case of edge
computing, one of its multiple implementations [13]. Other authors consider fog
computing as an architecture where the whole network is under the control of
a single provider, while in the edge computing the network is more fragmented
and shared between edge devices that are unaware of each other and have no
information about the entire network [32]. Yet another view is that edge com-
puting moves only the computation and the data storage closer to the end user,
while fog computing is also related to moving other aspects, such as networking,
control, and decision making [38]. Thus, the line between edge and fog computing
is blurred and, especially in the context of edge-cloud continuum, it makes little
sense to talk separately about edge and fog. Thus, in the rest of the text, we do
not distinguish between these terms.

3 Existing views on edge-cloud continuum

The first mentions of edge-cloud continuum (ECC) appeared in 2017 [8], including
under the names cloud continuum [9] and Device-Fog-Cloud continuum[19]. Since
then, the term and its variations had appeared in hundreds of papers. In most of
those papers, the term is mentioned only briefly, without an explanation or a
reference. Here, we focus primarily on the works that attempt to define the term
or to provide a more general overview of it. The notion of ECC is understood
differently in different papers, and different authors focus on different properties.
Thus, in this section, we provide a general overview of the features of ECC
proposed in the existing literature and the requirements that ECC is expected to
fulfill.
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3.1 Main elements of the edge-cloud continuum

Being the result of a fusion of IoT and cloud, ECC includes all kinds of entities
that can be found in IoT and cloud systems.

Generally, the entities within IoT can be categorized into five types [35]:
end devices, gateways, applications, cloud, and administrative monitoring tools.
This classification includes both hardware (end devices, gateways) and software
(applications, administrative monitoring tools) entities. Applications there are un-
derstood as mobile OS applications, while software monitoring tools are primarily
web-based tools. This classification features the cloud as a singular entity, without
distinguishing the entities within it. This may be sufficient for modeling IoT
applications from the perspective of the end devices, but not enough if we want
to model a complete ECC ecosystem. In that case, we would need to distinguish
components within the cloud, such as containers, virtual machines, and service
endpoints.

The hardware within ECC is highly heterogeneous. It may come in all sizes,
from giant data centers to the smallest single-purpose network-connected sensors
and microcontrollers. Basically, any device with at least very basic computational
capability and network connectivity can be a part of ECC. Software platforms
running on that hardware are also very heterogeneous. In general, they can
be categorized into [36]: device-specific firmware without an OS, real-time OS,
language runtime, full OS (e.g. Linux), App OS (e.g. Android Wear), server OS
(e.g. Linux + Node.js), and container OS (e.g. Linux + Docker).

Networks also play a large role in ECC, as all devices need to be somehow
connected in order to be a part of the same continuum. Networks also consist of
both hardware and software elements, since software-defined networking and net-
work function virtualization are considered to be important enabling technologies
of ECC [10][30].

The network technologies and standards used across ECC are also very
diverse [6]. This variety is especially high among the wireless networking standards,
ranging from the most common technologies like WiFi, Bluetooth, and NFC, to
less widely known protocols, such as ZigBee, Z-Wave, MiWi, etc. This variety
is partially due to a lack of standardization in this emerging industry (which is
expected to improve soon, with new common standards supported by all major
IoT platform companies being developed, such as Matter1). Another reason for
this network heterogeneity is the fact that various applications in ECC have
different requirements on the networks they run in, most often these are power
consumption, latency, and throughput [6].

Edge-cloud is often discussed in the context of 5G [8] and the coming 6G
technologies [24]. These technologies can provide much higher network throughput,
but the area served by one base transceiver station is smaller than in the previous
cellular networks [2]. For ECC this means that each cloudlet deployed in such
a network would be able to serve the devices in a smaller geographical area.
This means that in order to achieve the “near-zero” latency that 6G networks

1 https://csa-iot.org/all-solutions/matter/
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are expected to provide to mobile users, more frequent service handovers will
be required, thus the need for dynamic adaptation of workload placement will
increase (see section 3.2).

In order to categorize the spectrum of entities involved in ECC, it is usually
divided into levels, forming a “computational hierarchy”.

In general, almost all authors distinguish at least three levels of computational
hierarchy in the edge-cloud continuum. The highest level, almost universally
referred to as the cloud, is characterized by abundant, virtually endless resources,
geographical remoteness from the end devices, and typically high latency. This
level is ideal for placing workloads that do not require low response time but do
require large amounts of computational resources. This level can be represented by
large private data centers and/or rented sections of public clouds. The workloads
running on this level come in the form of virtual machines or (increasingly
commonly) containerized microservices.

The middle level is usually referred to as the edge or fog level. It is made of
units that are often referred to as fog nodes, edge nodes, or cloudlets [29]. These
nodes typically provide limited computational, storage, and network capacities
that are used by the services serving the end devices in their immediate vicinity.

Some authors suggest that the future edge-cloud continuum would contain an
intermediary level between the fog and the cloud [2]. This level would consist of
groups of geographically adjacent cloudlets formed dynamically according to the
task being currently solved. In many ways, such a dynamic, task-oriented grouping
is similar to the concept of ensembles that exists in component systems [39]. A
group like this does not have a central element and relies on dynamic coordination
between cloudlets (or individual services running on those cloudlets).

Sometimes, the fog level is modeled as a sequence of N nested layers [6].
A higher layer is assumed to be composed of servers of larger computational
capacity that serve smaller servers on a layer below it.

The last level is most commonly referred to as the device level. The terminology
may be sometimes confusing since some authors refer to it as edge level [34] (in
contrast to the fog level above), or fog level [17] (in contrast to the edge level
above). This level contains a large variety of end devices, from the devices running
full-fledged operating systems, such as smartphones or laptops, to robots running
on real-time operating systems, to network-connected home appliances, to one-
purpose smart sensors, such as temperature sensors or cameras. The important
distinguishing property of the devices on this level is that they interface directly
with people or the physical world. In contrast, all entities on the levels above
provide services and resources that are used either by end devices or by people
through interfaces available on end devices.

3.2 Workload placement

It is envisioned that the placement of workloads in ECC is dynamic, and is
determined by the current conditions in the ECC environment, and by the current
needs of each application [2]. This means that the same software component may
run on different hardware nodes, or even on different levels of computational
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hierarchy, depending on its current environment and resource requirements. There
are many factors that can be taken into account when deciding where to place a
workload. According to an industry survey, currently, the most influential factors
that determine the preferred placement of a workload are security and cost [23],
however, much more factors can be considered depending on a particular use case.
These include platform reliability, application performance, end-to-end latency,
government regulations, corporate regulations, software vendor requirements, etc.

Such a large number of potential factors influencing the placement of software
components in the continuum, combined with the inherent unpredictability of
edge-cloud environment leads to a need to establish mechanisms for adaptive
workload placement, which would determine the exact venue of workload execution
at runtime. In recent years, there has been a lot of research into QoS-oriented
runtime adaptation in the edge-cloud environment [5][21][27], however, all that
research has been focused on the methods of adaptation within one level of
the continuum (either cloud or edge/fog). Yet, edge-cloud continuum, as it is
envisioned, should be able to run the same software components on different
levels of the continuum, depending on the current needs of individual applications
and overall circumstances [36][23][34]. This means that the ECC environment
has to be able to support fully liquid software [36].

The term liquid software refers to the kind of software that can move between
multiple devices in a seamless manner [14]. In the context of ECC, this can
mean two things: either seamless migration and handover of software components
between the nodes of the same type (which has been already demonstrated [12]),
or seamless migration between devices of different types (which is currently only
an idea [36]). We will refer to software that can perform both kinds of migrations
as fully liquid software.

Implementing fully liquid software has two major challenges. The first is that
the migration between different devices has to be performed seamlessly, while
continuing normal operation, without introducing any data inconsistencies or
impairing user experience. The second challenge is that the same kind of software
component has to be able to run on different kinds of devices (different hardware
platforms, OS types, etc.). Currently, this is possible only by re-implementing
the component for each platform individually, which significantly complicates
application development and maintenance, and exacerbates the seamless migration
problem.

So far, there is no working framework that would allow implementing fully
liquid software in ECC, but some ideas have been suggested, such as using
Function-as-a-Service principles to encapsulate common functions into cross-level
executable tasks [18][33], and implementing isomorphic software [22]. The idea
of isomorphic software is particularly interesting, since, if implemented, it would
allow the same code to run on all levels of ECC, in exactly the same version.
This idea requires an underlying platform that would be able to run not only
in the cloud and edge/fog but also on IoT devices that are not operated by
traditional OSs. The authors of the idea suggest that given the progress in IoT
device hardware, eventually, they could run some form of lightweight containers
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that would encapsulate exactly the same code as the one running on the server
side.

3.3 Artificial intelligence in edge-cloud continuum

One of the key characteristics of ECC is the presence of edge intelligence. The
term edge intelligence refers to a practice of locating AI-enabled components, in
particular ML models, in the edge and device levels of ECC. The main purpose
of this is to provide smart on-the-spot analysis of the data generated by the end
devices. The amount of these data may be so large that transferring them over
the network all the way to the cloud might be quite expensive and lead to high
network bandwidth consumption. At the same time, such network transfers may
incur a high latency cost on the results of that analysis.

There are two primary computational processes involved in machine learning:
training and inference. These processes can potentially be located at any level
across the device-to-cloud hierarchy or even on a combination of levels. Various
authors distinguish six [41] or seven [24] levels of ML placement within ECC.
These levels include in-cloud training and inference, cloud training with cloud-
edge co-inference, cloud-edge co-training and co-inference, in-edge training and
inference, on-device training and inference, and intermediary options between
these.

Apart from edge training and edge inference, edge intelligence also includes
two other processes: edge caching and edge offloading [37]. Edge caching involves
storing the data generated on devices with little storage and processing capability
on more powerful nodes, such as vehicle-located cloudlets or edge servers. The
stored data are then used as inputs to both training and inference processes.
Apart from storing raw data (e.g. video feeds from cameras), edge caching is
also used for storing the results of inference operations (e.g. results of object
recognition on video streams). This is done in order to reduce the usage of
computational resources on inference and to make those results available to edge
devices that lack their own inferencing capability.

The term edge offloading refers to the practice of transferring the processes
of edge training, edge inference, and edge caching to another hardware node,
typically when additional computational resources are needed. Edge offloading is
particularly important since it makes it possible to utilize the full spectrum of re-
sources of ECC. Offloading may be done either to an upper level of computational
hierarchy (device-to-edge or device-to-cloud offloading) or to another device on
the same level (device-to-device offloading) [37]. Ideally, edge offloading should
be implemented in a fully transparent way, in which case it can be considered to
be a type of liquid software.

Figure 1 shows the relationship between the processes involved in edge intelli-
gence and the devices that interact with it.

Edge intelligence, just like many other features of ECC, is in large part enabled
by the recent progress in the end device hardware. In recent years, there has
been a boom of new kinds of dedicated Edge AI application-specific integrated
circuits designed specifically to run on the edge, such as vision processing units
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Fig. 1. The processes making up edge intelligence and the devices interfacing with
it. Arrows represent data flow. Edge offloading underpins the other edge intelligence
processes, providing them with additional computational resources when needed.

(e.g., Intel Movidius VPUs2), tensor processing units (e.g., Google Edge TPU3),
and neural processing units (e.g., Arm Ethos U55 Machine Learning Processor4).

Another reason for employing edge intelligence is privacy and security con-
cerns [25]. When the data generated on edge is sufficiently sensitive, stakeholders
might not be willing to share it with a third party, such as a cloud service provider.
Edge analytics, in this case, becomes a good alternative to establishing a private
on-premises cluster to deal with the sensitive part of the data only, as it cuts
the cost and the complexity of the system significantly. Some edge AI hardware
producers, such as Coral5, highlight data privacy as one of the most important
features of their solutions, along with the ability to work offline, in the areas
where connectivity might be limited.

4 Common properties

Based on the analysis of the existing literature related to ECC, we can make
some conclusions about the properties it is expected to have. In this section,
we synthesize the existing views on the edge-cloud continuum and distill their
common properties. Below, we focus on each of these properties individually.

2 https://www.intel.com/content/www/us/en/products/details/processors/
movidius-vpu.html

3 https://cloud.google.com/edge-tpu
4 https://www.arm.com/products/silicon-ip-cpu/ethos/ethos-u55
5 https://www.coral.ai/
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Hierarchical structure The concept of edge-cloud continuum comes from
the idea that there is a computational continuum of devices of various capabilities
existing between the cloud, with its virtually endless resources, and the substan-
tially resource-constrained end devices. In between these two extremes, there
may exist a whole array of nodes of different capabilities. These include smaller
servers that can serve a limited number of (typically closely located) clients,
smartphones and other consumer devices that, while having limited resources,
still can host multiple applications with open-ended functionality, and smart
devices, such as wearables, smart home appliances, smart urban sensors, etc.
that are often designed to carry out a limited number of simple tasks only. A
three-tiered structure is often assumed (device-fog-cloud), but the actual topology
may be more complex. The number of levels does not even have to be the same
across the whole ECC, with different applications utilizing the computational
continuum in different ways. The amount of memory, storage, network capacity,
and computational power, as well as connectivity to other devices in the network,
is higher on the higher levels of the hierarchy.

Thus, the hierarchical structure of ECC is, first of all, a fact about the
hardware of the devices involved in the ECC environment. It is important to
understand, though, that given the continued increase in hardware heterogeneity,
some devices may not have a properly defined “place in the hierarchy”. The
important feature of this architecture is that a potentially resource-constrained
device may rely on the resources available “higher up” the hierarchy when the
need arises. Thus, the same device may theoretically be considered to be on
different levels of the hierarchy with respect to different kinds of resources.

Cross-level situation-aware cooperation between components The
software written for ECC not only has to run in a highly heterogeneous environ-
ment, but also to be able to adapt to very variable and unpredictable conditions.
The diverse ECC environment offers unparalleled opportunities for self-adaptation,
but seizing these opportunities would require adopting less traditional software
development paradigms.

In particular, this may mean developing software consisting of components
with a substantial degree of autonomy. These components then might be able
to form dynamic task-oriented groups (ensembles), either in the course of their
regular operation or as a way to resolve some “critical situations”. These groups
can be formed either between the components of the same kind or between
different kinds of components potentially spanning multiple levels of ECC.

Fully liquid software Another mechanism that will make the ECC appli-
cations more adaptable and resilient towards unpredictable changes is software
liquidity, which may be expressed as either ability of software components to
migrate between the levels of the computational continuum, or their ability to
offload certain functions and responsibilities to the higher levels of the continuum.

A software component that belongs to an ECC application may run on different
levels of the computational continuum, depending on current circumstances, like
network conditions, current workload, or resource availability. In order to ensure
that, the component must be able to run in different environments (different
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hardware platforms, operating systems, etc.). In addition, seamless handovers
during such migrations must be ensured.

Software liquidity may also refer to the ability of software components to
migrate between nodes of the same type in different locations. This kind of
migration might help to ensure low latency and reduce network usage (e.g., if it is
done to follow client mobility), but is not enough to address resource constraints
and environmental variability, for which a solution like isomorphic software is
needed.

Edge intelligence Rapid development and proliferation of AI technologies,
particularly deep learning, is another contemporary trend that accompanies
the current shift towards edge computing. The convergence of these trends is
likely to continue, as AI can potentially provide means of achieving some of the
above-mentioned “smart environment” properties of ECC. In particular, dynamic
situation-aware cooperation in ECC can be achieved by enhancing software
components with properties of agents with cognitive capabilities, such as the
ability to learn and proactively determine the course of action with respect to
self-adaptation.

Additionally, the highly distributed architecture of ECC provides new op-
portunities for machine learning applications. The enormous amounts of data
generated by end devices can be processed on the spot (by means of device-
edge-cloud co-training and co-inference) without overloading the networks with
excessive data transfers. Thus, we can expect to see larger usage of federated
learning and device-edge-cloud co-training and co-inference.

4.1 Reference example

Having discussed the trademark characteristics of ECC, we can now construct
an example of an application that would demonstrate these characteristics and
showcase the benefits that such an environment could provide. This example is
centered around smart mobility, real-time urban situation awareness, and route
planning. Figure 2 provides an illustration of the example.

In this example, an end user wants to find a route from its current location to
a particular point within a city. The user is equipped with an internet-connected
smartphone that has a route planning application installed. The application uses
the cloud services located in a local edge data center in order to carry out the
route computation. In order to get to its destination, the user may use one of
the smart vehicles (SV) available through a car sharing application. Once the
user enters an SV, the route and travel duration computation is offloaded to a
cloudlet located in the vehicle itself. At this point, the user’s smartphone does
not use its own GPS to determine its location and does not make direct requests
regarding its route to the cloud, instead relying on more accurate data provided
by the SV.

While in the urban environment, the SV relies on the cloud services (running
in the local edge nodes) that gather and process the data from millions of sensors,
cameras, and other smart vehicles located throughout the city. Thus, in the urban
environment, where major computational nodes are locally available, the SV
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Fig. 2. Illustration of the reference example. Case A: a user device relies on its own
location service. Case B: the location service component is offloaded to the car, while the
car itself relies on local edge servers to process the data from sensors in the neighborhood.
Case C: the car runs the local data processing on its own hardware.

directly processes only the data from its immediate environment. All the higher-
level calculations regarding the route and traffic conditions that are based on the
data from thousands of sources are offloaded to the local edge servers. Outside
of the urban environment, where there are much fewer sources of information
available and where the network connection is not as reliable, the SV performs
those calculations on its local hardware.

The centralized parts of the route-planning application (such as authentication
and personal data storage) are handled by the cloud services that may not be
located anywhere close to the end user.

This example demonstrates all the properties of an integrated edge-cloud
continuum:

1. Hierarchical organization. Devices of various sizes and computational capabil-
ities (from smart sensors, through smartphones, smart cars, and edge servers,
to data centers) are vertically integrated into one seamless ecosystem.

2. Cross-level cooperation. The components of the ecosystem cooperate with
each other in a situation-aware way to deliver an experience of a single “smart
space” to the end user. This allows a smartphone user to rely upon data
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generated by thousands of remotely located end devices (cameras, sensors,
vehicles) in real time.

3. Fully liquid software. Migration of software functions between different devices,
both on the same level (migration between different edge servers) and between
the levels (function offloading from smartphone to SV and from SV to the
cloud).

4. Edge intelligence. The data collected from various sensors on the far edge of
the network are being processed locally by edge servers, and are being used
for decision-making locally by smart vehicles.

5 Open questions

In this paper, we focused on answering the question of what ECC is and what are
its main characteristics. Of course, these are only the first foundational questions
that need to be answered in order to define this area of research more properly.
Before the more technical questions related to the details of the future ECC
implementation can be asked, we need to put forward some questions about
its relevance and feasibility. Edge-cloud continuum seems like a promising new
paradigm, and some authors believe that it is bound to transform the way we
interact with everyday technology [2]. However, since not all technological visions
eventually become a reality, it is necessary to ask how realistic the realization and
adoption of ECC principles are. In particular, we think the following questions
are important to answer.

Q1: Will hardware capabilities be sufficient, and how soon? We
have mentioned several times that one of the main drivers of edge computing
that eventually led to the emergence of the vision of edge-cloud continuum
was progress in IoT hardware. Some elements of this vision assume continued
progress in that area. And while we probably can expect some further incremental
quantitative improvements in hardware capabilities, it is not guaranteed that
they will be sufficient to provide a platform for the implementation of some
envisioned features of ECC. For instance, achieving fully isomorphic software [36]
would require end devices to be able to host containerized applications, at least
in some form. Whether this is possible in principle, especially for devices running
real-time operating systems, is not yet clear.

Q2: To what degree is it possible to achieve ECC properties with
current software approaches? As it was mentioned before, achieving some of
the envisioned properties of ECC would require advanced self-adaption at runtime.
Currently, there exist some examples demonstrating architectural self-adaptation
targeted at edge-cloud scenarios [5][21][27], and none of them demonstrate the
properties of ECC. AI is sometimes suggested as a technology that would al-
low achieving architectural self-adaptation in such a complex environment [24];
however, it remains to be seen whether it is suitable for the task. There needs
to be more research into AI-directed architectural self-adaptation in ECC, as
well as into the self-adaptation mechanisms suitable for edge-cloud continuum in
general.
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Q3: Are there sufficient incentives to adopt the ECC paradigm in
industry, and how to create them? Even if this paradigm is technologically
feasible and beneficial for the end users, its eventual adoption is dependent
on the willingness of major players in the industry to move towards it. This
question is especially complex in the case of ECC since its adoption requires
cooperation between many different parties, such as infrastructure maintainers,
mobile operators, cloud service providers, application developers, etc. All of these
parties need to see a sufficient benefit in moving towards ECC in order for it to
become a reality. Thus, a more comprehensive analysis of economic incentives
behind adopting the principles of ECC is needed.

It must also be noted, that the name edge-cloud continuum itself might not
survive the transition from theory to practice: in the future, the environment
with the properties outlined in this paper may be referred to differently.

Q4: What are the representative examples? Perhaps one of the best
ways to establish the relevance of the ECC paradigm would be to identify realistic
real-world examples of applications that will be enabled by ECC that are not
possible to implement within the existing paradigms. Yet, most examples used in
the relevant literature today are too far from the state of the art to be considered
realistic by the industry.

For instance, many ECC use case examples feature autonomous vehicles
in urban environments [2]. However, it is quite possible that the timelines for
the adoption of smart urban mobility are quite far away in the future. The
technologies that are expected to enable the shift towards edge-cloud continuum
either already exist or will arrive in the next couple of years, while smart urban
mobility might be more than a decade away [16]. Thus, examples more relevant
to the current day are required. Having such examples could significantly speed
up the process of ECC adoption and make it more attractive to the industry.
Some promising areas in which suitable examples could be found are natural
disaster early warning [3], and emergency situation management [20].

6 Conclusion

In this paper, we have provided a review of the existing literature on edge-cloud
continuum and the related concepts, trends, and paradigms. As a result of that
review, we have provided a generalized look at the properties that define edge-
cloud continuum according to the current state of the discussion. These properties
are the presence of a hierarchy of devices with different computational capabili-
ties, dynamic cross-level cooperation between application components, software
liquidity, and ubiquitous edge intelligence. We have also raised some important
questions that are important for understanding whether this technological vision
can become a reality.

The vision of edge-cloud continuum aims to provide insight into how people
will interact with smart technology in the near future. It presents a picture of
a “smart space” in which people will have instantaneous access to a wealth of
applications and devices, seamlessly interacting with each other and the physical
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world. There still are a lot of hurdles to overcome on the path toward ECC, and
some of them are yet to be identified. In this work, we have put this vision into
more concrete terms, highlighting its current limitations and the areas of future
research.
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