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Abstract. Published studies have suggested the bias of automated face-
based gender classification algorithms across gender-race groups. Specifi-
cally, unequal accuracy rates were obtained for women and dark-skinned
people. To mitigate the bias of gender classifiers, the vision community
has developed several strategies. However, the efficacy of these mitiga-
tion strategies is demonstrated for a limited number of races mostly,
Caucasian and African-American. Further, these strategies often offer
a trade-off between bias and classification accuracy. To further advance
the state-of-the-art, we leverage the power of generative views, structured
learning, and evidential learning towards mitigating gender classification
bias. We demonstrate the superiority of our bias mitigation strategy in
improving classification accuracy and reducing bias across gender-racial
groups through extensive experimental validation, resulting in state-of-
the-art performance in intra- and cross dataset evaluations.

Keywords: Fairness and Bias in AI · Deep Generative Views · Gener-
ative Adversarial Networks

1 Introduction

Gender is one of the important demographic attributes. Automated gender clas-
sification1 refers to automatically assigning gender labels to biometric samples.
It has drawn significant interest in numerous applications such as demographic
research, surveillance, human-computer interaction, anonymous customized ad-
vertisement system, and image retrieval system [41, 66, 26, 19]. Companies such
as Amazon, Microsoft [5], and many others have released commercial software

? Supported by National Science Foundation (NSF)
?? Corresponding author
1 Studies in [49, 25] have shown the inherent problems with gender and race classi-

fication. While the datasets used in this study use an almost balanced dataset for
the training, it still lacks representation of entire large demographic groups, effec-
tively erasing such categories. We use the gender and race categories defined in these
datasets to make comparisons to prior work, not to reinforce or endorse the use of
such reductive categories.
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containing an automated gender classification system from biometric facial im-
ages.

Over the last few years, published research has questioned the fairness of these
face-based automated gender classification systems across gender and race [5,
47, 38, 28]. A classifier is said to satisfy group fairness if subjects in both the
protected and unprotected groups have an equal chance of being assigned to the
positively predicted class [62]. Existing gender classification systems produce
unequal rates for women and people with dark skin, such as African-Americans.
Studies in [39, 56] have also evaluated the gender bias of facial analysis based
deepfake detection and BMI prediction models. Further, studies in [30, 29] have
evaluated the bias of ocular-based attribute analysis models across gender and
age-groups.

To mitigate the bias of the gender classification system, several solutions have
been developed by the vision community. These solutions are based on regulariza-
tion strategies [43], attention mechanism [35] and adversarial debiasing [2, 65],
data augmentation techniques [7], subgroup-specific classifiers [10], and over-
sampling the minority classes using Generative Adversarial Networks(GANs) [48].

G C L

Latent Space

Sample Generated Samples

Fig. 1: Input samples are projected into a latent space and augmentations are
generated. The loss function minimizes the distance between the embedding
along with the classification loss.

Often the aforementioned mitigation strategies offer a trade-off [2, 65] be-
tween the fairness and classification task. Further, the efficacy of these strate-
gies are demonstrated on limited number of races; mostly African-American and
Caucasian [5, 38]. A bias mitigation strategy that offer fairness across several
inter-sectional subgroups without compromising the gender classification accu-
racy is still an open challenge [57].
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To further advance the state-of-the-art, this paper proposes a solution that
combines the power of structured learning, deep generative views, and evidential
learning theory for classifier’s uncertainty quantification, for bias mitigation of
the gender classification algorithms. We observe that the locally smooth property
of the latent space of a Generative Adversarial Network (GAN) model facilitates
the generation of the perceptually similar samples. The augmentation strategies
that exploit the local geometry of the data-manifold are more powerful in general
when used in a consistency regularization style setting. We chose the latent space
of the GAN model to be a surrogate space for the data-manifold and therefore
sampled augmentations from the latent space called deep generative views.

Specifically, the facial images of the training set are inverted to the GAN
latent space to generate a latent code by training an encoder of the trained
StyleGAN. The generated latent code is perturbed to produce variations called
neighboring views (deep generative views) of the training images. The original
training samples along with the neighboring views are used for the gender classi-
fier’s training. The regularization term is added to the loss function that enforces
the model to learn similar embedding between the original images and the neigh-
boring views. Lastly, a reject option based on uncertainty quantification using
evidential deep learning is introduced. The reject option is used to discard sam-
ples during the test time based on the quantification of the uncertainty of the
classifier’s prediction. Figure 1 shows the schema of the proposed approach based
on obtaining generative views by projecting the original samples into the latent
space.

The proposed bias mitigation strategy has the dual advantage of enhancing
the classifier’s representational ability as well as the fairness, as demonstrated
through extensive experimental evaluations. Also, its generality allows it to be
applied to any classification problem, not just face-based gender classification.

In summary, the main contributions of this paper are as follows:

– A bias mitigation strategy for deep learning-based gender classifiers that
leverages and combines the power of GAN to produce deep generative views,
structured learning, and evidential learning theory for uncertainty quantifi-
cation.

– We demonstrate the merit of our proposed bias mitigation strategy through
experimental analysis on state-of-the-art facial attribute datasets, namely,
FairFace [31], UTKFace [71], DiveFace [37] and Morph [50], and ocular
datasets namely, VISOB [42] and UFPR [69].

– Extensive experiments demonstrate the dual advantage of our approach in
improving the representational capability as well as the fairness of the gender
classification task, thus obtaining state-of-the-art performance over existing
baselines most of the time.

2 Related Work

Fairness in Gender Classification: In [5], authors evaluated the fairness using
commercial SDKs and observed least accuracy rates for dark-skinned females.
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Fig. 2: Overview of the proposed method. (A) Training a GAN to learn the
input image data distribution, X. (B) Training an Encoder model, E to learn
to project input image, x to the latent space. (C) Generating Neighbour Views
by first projecting input image into latent space using E, applying perturbation
in latent space, then using G to generate. (D) Training the Classifier, F using
both the input image and its neighbors.

Studies in [58, 52] proposed data augmentation and two-fold transfer learning
for measuring and mitigation bias in deep representation. Attribute aware filter
drop was proposed in [40] and regularization strategy in [59] are used to unlearn
the dependency of the model on sensitive attributes. In [10], a multi-task Con-
volution Neural Network (MTCNN) is proposed, that use a joint dynamic loss
to jointly classify race, gender and age to minimize bias. A data augmentation
strategy called fair mixup is proposed in [7], that regularize the model on in-
terpolated distributions between different sub-groups of a demographic group.
An auto-encoder that disentangle data representation into latent sub-spaces is
proposed by [43]. Using GANs to generate balanced training set images w.r.t
protected attributes was proposed in [48]. Recently OpenAI released its large
scale language-image pretraining model called CLIP [45] which was trained con-
trastively on 400M image-text pairs and demonstrated its exceptional perfor-
mance as well as bias on both zero-shot and fine-tuning setting on gender clas-
sification tasks.

GANs for real image editing: Advancements in GANs [14, 46, 21, 3, 23, 24,
22] enable us to produce increasingly realistic images that can replicate varia-
tions in training data. Specifically, the learnt intermediate latent space of the
StyleGAN [23, 24, 22] represents the distribution of the training data more effi-
ciently than the traditional Gaussian latent space. By leveraging the disentan-
gling properties of the latent space as shown in [68, 54, 17, 8, 61, 51], extensive
image manipulations could be performed. Once we invert the input image into
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the learned latent space, we can modify real images in a similar way. High-quality
inversion methods (i) can properly reconstruct the given image, and (ii) produce
realistic and semantically meaningful edits. Optimization methods [33, 9, 1] opti-
mize the latent code by minimizing error for an individual image, whereas faster
encoder-based methods [16, 44, 61] train an encoder to map images to the latent
space.

Once inverted, manipulations can be done on the given image by finding
“walking” directions that control the attribute of interest. Studies in [54, 12, 11]
use supervised techniques to find these latent directions specific to attributes.
Whereas studies in [17, 63, 64] find directions in an unsupervised manner, re-
quiring manual identification of the determined directions later and [55] using a
closed-form factorization algorithm for identifying top semantic latent directions
by directly decomposing the pre-trained weights.

Structured Learning, Ensembling of Deep Generative Views: Studies
in [4, 27, 15, 36] have shown that combining feature inputs with a structured
signal improves the overall performance of a model in various scenarios such
as Graph Learning and Adversarial learning. These structured signals either
implicit (adversarial) or explicit (graph) are used to regularize the training while
the model learns to accurately predict (by minimizing supervised loss) [60] by
maintaining the input structural similarity through minimizing a neighbor loss.
Recently [6] proposed a test-time ensembling with GAN-based augmentations
to improve classification results.

3 Proposed Approach

Figure 2 illustrates the overview of the proposed approach. The process involves
training a generative model to produce different views of a given input image.
The training images are projected to the latent space of the generator. The
variations to the input images are produced using augmentation in the latent
space. These generative views act as a structured signal and are used along
with the original images to train the downstream gender classifier. Therefore, by
injecting prior knowledge into the learning process through the learned latent
space and by enforcing local invariance properties of the manifold when used as
a consistency regularizer, the classifier’s performance is significantly improved.
This helps propagate the information contained in the labeled samples to the
unlabeled neighboring samples. The proposed strategy of leveraging neighbor
views is used during classifier’s training, the test images are used as it is during
the test-time.

3.1 GAN Preliminaries

A GAN [14] consists of a generator network (G) and a discriminator network (D)
involved in a min-max game, where G tries to fool D by producing realistic
images from a latent vector z and D gets better at distinguishing between real
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and generated data. We employ the StyleGAN2 [24] generator in this study.
Previous works have shown that the intermediate W space, designed to control
the ”style” of the image is better able to represent images than the original latent
code z with fine-grained control and better disentanglement. In a StyleGAN2
generator, a mapping network M maps z to w ∈W and G generates the image
x, given w. i.e x = G(M(z)).

3.2 Projecting Images into GAN Latent Space

To alter an image x with the generator, we must first determine the appropriate
latent code that generates x. GAN inversion refers to the process of generating
the latent code for a given image x. For GAN inversion, there are optimization-
based methods as well as encoder-based methods that offer various trade-offs
between edit-ability, reconstruction distortion, and speed. We specifically use the
encoder4editing method (e4e)[61]. e4e use adversarial training to map a given
real image to a style code composed of a series of low variance style vectors, each
close to the distribution of W . We can generate the reconstruction, x′, which is
closer to the original x using the given style vectors and the generator, G.

3.3 Generating Views using Pretrained GAN

For generating views, we use existing latent editing methods. We specifically
employ SeFA [55], a closed-form factorization technique for latent semantic dis-
covery that decomposes the pre-trained weights directly. Unsupervised, SeFa
determines the top k semantic latent directions. To produce alternate views,
we randomly select an arbitrary set of semantic latent directions and sample
distances from a Gaussian distribution for latent space traversal for each image
x. The generator then uses these updated style vectors to generate the views.
In the case of latent vectors occurring in poorly defined i.e., warped region of
latent space which may produce non-face images, a simple MTCNN-based [70]
face detector is utilized to screen out the non-faces.

3.4 Structured Learning on Deep Generative Views

Let xi ∈ X be the input sample. We obtain its corresponding latent style vector
wi using e4e. We may apply SeFA on wi to obtain N(wi) = {w1

i , . . . , w
m
i }, where

m is a hyperparameter representing the number of neighbours, the neighbouring
latent vectors. Using the pretrained StyleGAN generator we may produce the
neighbouring views N(xi) = G(N(wi)).

During training each batch will contain samples with pairs of original sam-
ple xi and the generated neighbours N(xi). Both xi and N(xi) are used in the
forward pass but only xi is backpropagated and used for calculating batch statis-
tics in the normalization layers. This is because of the distributional difference
between the real and generated images. The total loss, Ltotal is given by

Ltotal = Lcls(yi, y′i) + α
∑

xj∈N (xi)

LN (hθ(xi), hθ(xj)) (1)
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where Lcls(yi, y′i) is the classification loss, α is a hyperparameter, LN is any
distance function that can be used to calculate the distance between the sample
embedding and the neighbour embedding and hθ(x) is the sample embedding
from the neural network. For our experiments, we use Jensen-Shannon Diver-
gence [67] to calculate the distance between the sample embedding and the
neighbour embedding.

3.5 Evidential Deep Learning for Quantifying Uncertainty

In standard classifier training where prediction loss is minimized, the resultant
model is ignorant of the confidence of its prediction. A study in [53] proposed ex-
plicit modeling of uncertainty using subjective logic theory by applying a Dirich-
let distribution to class probabilities. Thus, treating model predictions as sub-
jective opinions, and learning the function that collects the evidence leading to
these opinions from data using a deterministic neural net. The resulting predic-
tor for a multi-class classification problem is another Dirichlet distribution, the
parameters of which are determined by a neural net’s continuous output.

Let us assume that αi = αi1, . . . , αik is the parameters of a Dirichlet distri-
bution for the classification of a sample i, then (αij − 1) is the total evidence,
ej estimated by the network for the assignment of the sample i to the jth class.
The epistemic uncertainty can be calculated from the evidences ei using

u =
K

Si
(2)

where K is the number of classes and Si =
∑K
j=1(ej + 1) [53] proposes the

following loss function in this scenario:

Li =

K∑
j=1

(yij − p̂ij)2 +
p̂ij(1− p̂ij)
Si + 1

(3)

Ledl =

N∑
i=1

Li + λt

N∑
i=1

KL[D(pi|α̃i)||D(pi|〈1, . . . , 1〉)] (4)

where yi is the one-hot vector encoding of ground-truth and pi is the class-
assignment probabilities given by p̂k = αk/S.

We use the estimated uncertainty as the basis for rejection, similar to reject-
option-based classification [20], where a test sample in low confidence region is
rejected based on the model’s confidence values. The provided model of uncer-
tainty is more detailed than the point estimate of the standard softmax-output
networks and can handle out-of-distribution queries, adversarial samples as well
as samples belonging to the critical region. Therefore a high uncertainty value
of a test sample suggests the model’s under-confidence. And we use this uncer-
tainty estimate as the basis for rejecting samples during test time rather than
using the softmax probabilities.
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4 Experiments and Results

4.1 Datasets used

For all our experiments we used the FairFace [31] as our training dataset. Testing
was done on the test set of the FairFace as well as DiveFace [37], UTKFace [71]
and Morph [50] datasets.

Table 1 shows the characteristics of these datasets used in our study.

Table 1: Datasets

Dataset Images Races

FairFace 100k White, Black, Indian, East Asian, Southeast Asian, Mid-
dle Eastern, Latino Hispanic

DiveFace 150k East Asian, Sub-Saharan,South Indian, Caucasian
UTKFace 20k White, Black, Indian, Asian
Morph 55k White, Black

4.2 Gender Classification

For our experiments on gender classification, we used FairFace as our training
dataset. The FairFace dataset was also used for training the StyleGAN2 gen-
erator as well as the e4e encoder that was subsequently used to generate the
neighbouring views.

Generating Neighbouring Views : For pretrained StyleGAN2, we use the
official StyleGAN2-ADA implementation pretrained on high quality FFHQ-256
face dataset [23] and used transfer learning on the FairFace training set with
images resized to 256×256. We obtained a Fréchet inception distance (FID) [18]
of 4.29, similar perceptual quality as of FFHQ on StyleGAN [23]. The uncurated
images generated by the trained generator are shown in Figure 3.

For pretraining e4e, we use the official e4e implementation with the pre-
trained StyleGAN2 generator from above and the FairFace training set. Figure
3 shows uncurated reconstructions by the encoder. Finally, for generating the
views, the training set images are first inverted using e4e and then we use SeFA
to choose the top k semantic latent directions. We pick distances in both positive
and negative directions randomly. For our experiments we initially generate 56
neighbors per image, to have a wide variation of views. We then use a pretrained
MTCNN face detector to detect faces on the generated images and remove non-
faces to ensure a clean dataset sampled from the well-defined region of latent
space. Figure 3 shows examples of generated variations.
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Original Reconstruction Neighbour ViewsUncurated Images(a) (b) (c)

Fig. 3: (a) Uncurated images generated by StyleGAN2 trained on FairFace. (b)
Images reconstructed using the trained e4e encoder and pretrained StyleGAN2
generator. (c) Generative views created by selecting top semantic latent direc-
tions with SeFA and randomly sampling along those directions.

Training the classifier : For our experiments, we use a baseline EfficientNetV2-
L pretrained on ImageNet as a gender classification model. Our proposed method
based on deep generative views and structured learning, denoted by Neighbour
Learning (NL), is applied to this model. We also compare our results with a
sensitive-attribute aware multi-task classifier (MT) [10], with race as the sec-
ondary attribute.

Further, we combine both NL and MT and evaluate their performance (third
configuration). And finally, our last configuration which also has the ability to
predict uncertainty, combines NL, and MT and replaces the final classification
head of the gender classifier with an evidential layer (EDL) and replaced cross-
entropy loss with an evidential loss.

For all our experiments, we use an RMSProp optimizer with a cosine anneal-
ing schedule with an initial learning rate of 4×10−4 and weight decay of 1×10−5.
We use a batch size of 128 across 2 RTX8000 GPUs, with label smoothing of
0.1, and autoaugment policy for data augmentation. For NL, α is set to 2, and
the number of neighbors, m to 7 for the final configuration. We also apply lazy
regularization to speed up the training, inspired by StyleGAN, where we apply
the costly NL regularization every n batch. For our final model, we set this hy-
perparameter value to 2. For evaluation, we used the Degree of Bias (DoB) [13],
the standard deviation of classification accuracy across different subgroups, as
well as Selection Rate (SeR) [32], the ratio of worst to best accuracy rate, as a
metric for evaluation of the fairness.

Table 2 show the results on the FairFace validation set. The empirical results
suggest that the proposed method NL improves the fairness of the model as
well as the overall accuracy, outperforming both baseline and multi-task aware
setup (MT). Combining NL with MT and evidential deep learning (EDL) further
improves the performance by reducing the DoB to 1.62 and with an accuracy
of 94.70%. To compare with the state of the art as well as to evaluate the
generality of the method, we applied the same to the vision tower of the CLIP [45]
model. We used the ViT-L/14 version of the model with pretrained weights
and added a final linear classification head for the configuration. Applying our
method to the CLIP model [45], an already SOTA method, improved the DoB
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while maintaining the accuracy. As most studies constraint the bias evaluation
to a simple white vs non-white subjects, we restrict our comparisons to SOTA
methods [34, 45] that evaluate fairness across multiple-race groups on FairFace
and observed our method either outperformed or enhanced the models that were
pretrained on huge datasets such as WebImageText(400M) [45] and Instagram
(3.5B) [34].

Table 2: Gender classification results of the proposed method across gender-race
groups when trained and tested on FairFace.

Configuration Gender Black
East
Asian

Indian
Latino

Hispanic
Middle
Eastern

Southeast
Asian

White Average ↑ DoB ↓ SeR ↑

A Baseline
Male 91.24 94.08 95.88 93.06 97.54 92.93 94.30

94.27 2.01 91.96
Female 89.70 94.95 94.50 96.02 95.96 96.18 94.18

B + NL (LR=2)
Male 91.24 95.24 96.15 94.83 97.79 94.01 95.63

94.67 1.67 93.78
Female 91.81 94.70 94.89 95.18 96.21 95.29 93.04

C + NL (No LR)
Male 91.74 95.62 96.41 95.08 97.91 94.29 95.45

95.06 1.67 93.68
Female 91.68 95.08 95.94 96.63 95.96 95.59 93.87

D + MT
Male 91.61 94.85 94.82 94.45 97.91 94.56 95.99

94.58 1.73 92.83
Female 90.89 94.05 95.28 95.90 96.21 93.82 93.77

E + MT + NL
Male 91.86 94.98 96.81 93.69 97.79 93.20 94.92

94.59 1.66 93.48
Female 91.41 94.95 95.41 95.66 95.45 94.12 94.08

F + MT + NL + EDL
Male 91.86 94.85 95.35 94.58 97.79 92.65 94.83

94.70 1.62 93.62
Female 91.55 95.73 95.41 96.02 95.71 94.41 95.02

G CLIP + Linear
Male 94.99 96.78 97.21 96.72 98.77 96.05 97.78

96.76 1.10 95.36
Female 94.19 96.63 97.25 97.83 96.71 96.62 96.47

H + NL
Male 95.12 96.78 97.21 96.72 98.52 95.92 97.15

96.70 0.99 95.87
Female 94.45 96.90 96.59 97.71 97.22 96.18 96.99

I + MT + NL + EDL
Male 95.37 96.78 97.08 97.10 98.89 95.92 97.15

96.70 1.00 95.38
Female 94.32 96.63 96.46 97.11 97.22 96.75 96.78

Instagram + Linear [34]
Male 92.50 93.40 96.20 93.10 96.00 92.70 94.80

93.77 1.73 93.66
Female 90.10 94.30 95.00 94.80 95.00 94.10 91.40

Cross dataset evaluations were done on UTKFace, DiveFace, and Morph
Datasets. Table 3 shows cross-dataset results. In the calculation of DoB for
datasets where the test set is not balanced across demographic groups, a weighted
standard deviation was used instead of a standard deviation. For DiveFace and
Morph, various configurations improved the overall fairness over the baseline
whereas it was not the case for UTKFace. It must also be noted that across
all datasets the proposed method improved the overall classification accuracy
regardless.

Rejecting Samples based on Uncertainty as Threshold For evidential
learning, we replace the classification head such that, it outputs parameters of a
Dirichlet Distribution. We also replace the classification loss Lcls with the eviden-
tial loss term defined by Equation 4. For our experiments, removing the annealing
coefficient λt worked better. We may calculate the uncertainty of the prediction
using Equation 2. This uncertainty is used as a threshold to reject/accept the
prediction of the model.
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Table 3: Cross-dataset evaluation of the proposed model.
UTKFace DiveFace Morph

DoB ↓ Avg. Acc ↑ SeR ↑ DoB ↓ Avg. Acc ↑ SeR ↑ DoB ↓ Avg. Acc ↑ SeR ↑

Baseline 1.96 94.67 92.60 0.74 98.45 97.71 7.67 96.26 74.89
MT 3.01 94.25 88.89 0.78 98.34 97.67 10.01 95.02 69.97
NL (LR=2) 2.55 94.54 90.11 0.49 98.49 98.48 8.99 95.95 70.68
NL (No LR) 2.26 94.76 91.55 0.51 98.60 98.39 7.72 96.41 74.84
MT + NL 2.31 94.47 90.91 0.77 98.40 97.52 6.69 96.21 78.06
MT + NL + EDL 2.27 94.50 91.53 0.83 98.37 97.43 6.26 96.32 78.98

CLIP + LP 1.86 96.58 92.91 0.68 99.08 97.90 0.89 99.46 97.04
CLIP + NL 1.60 96.47 94.59 0.62 99.02 98.09 1.39 99.19 95.43
CLIP + MT + NL + EDL 2.04 96.52 92.85 0.69 99.04 97.81 1.10 99.26 96.33
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Fig. 4: Model behaviour at various uncertainty thresholds

Figure 4 shows the behavior of the model at different uncertainty thresholds.
The choice of uncertainty threshold is application dependent. Although it is to
be noted, at a threshold of 0.2 the model rejects only 4% of all images and at
the same time improving the overall accuracy +2% and reducing the DoB to
1.25 from 1.62.

Effectiveness on Other Biometric Modalities In order to analyze the gen-
eralizability of our method across different biometric modalities, we also con-
ducted similar experiments on an ocular and a periocular dataset. For ocular
analysis across gender, we used the VISOB [42] dataset. Table 4 shows the con-
densed results on VISOB dataset. The proposed method improved the accuracy
as well as the DoB. For periocular analysis, we used the UFPR Periocular [69]
dataset. For this dataset, since race annotations are not available, we present the
results across gender only. Table 5 shows the results on UFPR dataset. As can
be seen, the proposed method improved accuracy across gender even for ocular
and periocular biometrics.
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Table 4: Gender classification results of the proposed method across gender when
trained and tested on VISOB dataset.

Config Avg. Acc ↑ DoB ↓ SeR ↑

Baseline 87.95 15.27 48.37
NL 89.17 14.18 52.51

Table 5: Gender classification results of the proposed method across gender when
trained and tested on UFPR dataset.

Config Male ↑ Female ↑ Overall ↑

Baseline 96.13 95.13 95.60
NL 97.13 95.88 96.47

4.3 Ablation Study

Neighbour Size We observe that increasing the neighbor size of a sample
improves the overall accuracy as well as the fairness of the model. For the ablation
study, we conducted our experiments on the base NL configuration.

Table 6: Ablation Study: Neighbour Size

Neighbour Size Avg. Acc ↑ DoB ↓ SeR ↑

1 94.35 1.95 92.20
3 94.58 1.69 92.69
5 94.50 1.73 93.39
7 94.67 1.67 93.78

Lazy Regularization The lazy regularization value is chosen as a trade-off
between training speed and the overall performance. The model works best when
n is 1, i.e. no lazy regularization. Although this particular configuration is the
best of all, we decided to stick with the n = 2 configuration considering the
speed trade-off.
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Table 7: Ablation Study : Lazy Regularization

n Avg. Acc ↑ DoB ↓ SeR ↑

1 95.06 1.67 93.68
2 94.67 1.67 93.78
4 94.94 1.79 93.21
8 94.92 1.72 92.96

Distance Metrics The distance function LN for neighbor regularization can
be any function that can compute the distances between embedding. We eval-
uated L2 and Jensen-Shannon (JS) Divergence. Though cosine similarity and
KL divergence are also possibilities. Experiments proved JS Divergence to be a
better distance function for the model.

Table 8: Ablation Study : Distance Metrics

Distance Metric Avg. Acc ↑ DoB ↓ SeR ↑

L2 94.76 1.71 92.91
JS Div 94.67 1.67 93.78

Effect of Generated views on Backpropagation The generated views are
solely used for calculating the regularization term from the embeddings in the
proposed approach, not for backpropagation or batch statistics calculation. We
test this by using backpropagation to train a model using generated views, and
we discover that the bias is substantially higher when generated views dominate
the data distribution, despite the total accuracy improving marginally.

Table 9: Ablation Study : With BackProp vs Without BackProp

Config Avg. Acc ↑ DoB ↓ SeR ↑

With BackProp 94.79 2.11 91.14
Without BackProp 94.67 1.67 93.78

5 Conclusion and Future Work

Several studies have demonstrated that deep learning models can discriminate
based on demographic attributes for biometric modalities such as face and ocular.
Existing bias mitigation strategies often offer the trade-off between accuracy and
fairness. In this study, we proposed a bias mitigation strategy that leverages the



14 S. Ramachandran, A. Rattani

power of generative views and structured learning to learn invariant features that
can improve the fairness and classification accuracy of a model simultaneously.
We also propose a rejection mechanism based on uncertainty quantification that
efficiently rejects uncertain samples at test time. Extensive evaluation across
datasets and two biometric modalities demonstrate the generalizability of our
proposed bias mitigation strategy to any biometric modality and classification
task. While the training process we currently use uses pregenerated neighbour
samples, future research would explore ways to generate neighbor samples during
the training phase to take into account the needs of the task at hand. Further, we
will evaluate the efficacy of our proposed approach in mitigating bias for other
computer vision tasks such as deepfake and biometric spoof attack detection.
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tional gans for image editing. CoRR abs/1611.06355 (2016), http://arxiv.org/
abs/1611.06355

45. Radford, A., Kim, J.W., Hallacy, C., Ramesh, A., Goh, G., Agarwal, S., Sastry, G.,
Askell, A., Mishkin, P., Clark, J., Krueger, G., Sutskever, I.: Learning transferable
visual models from natural language supervision. CoRR abs/2103.00020 (2021),
https://arxiv.org/abs/2103.00020

46. Radford, A., Metz, L., Chintala, S.: Unsupervised representation learning with
deep convolutional generative adversarial networks. In: Bengio, Y., LeCun, Y.
(eds.) 4th International Conference on Learning Representations, ICLR 2016,
San Juan, Puerto Rico, May 2-4, 2016, Conference Track Proceedings (2016),
http://arxiv.org/abs/1511.06434

47. Raji, I.D., Buolamwini, J.: Actionable auditing: Investigating the impact of pub-
licly naming biased performance results of commercial AI products. In: Conitzer,
V., Hadfield, G.K., Vallor, S. (eds.) Proceedings of the 2019 AAAI/ACM Confer-
ence on AI, Ethics, and Society, AIES 2019, Honolulu, HI, USA, January 27-
28, 2019. pp. 429–435. ACM (2019). https://doi.org/10.1145/3306618.3314244,
https://doi.org/10.1145/3306618.3314244

48. Ramaswamy, V.V., Kim, S.S.Y., Russakovsky, O.: Fair attribute classifi-
cation through latent space de-biasing. In: IEEE Conference on Com-
puter Vision and Pattern Recognition, CVPR 2021, virtual, June 19-25,
2021. pp. 9301–9310. Computer Vision Foundation / IEEE (2021), https:
//openaccess.thecvf.com/content/CVPR2021/html/Ramaswamy Fair Attribute
Classification Through Latent Space De-Biasing CVPR 2021 paper.html

49. Randall, D.W.: Geoffrey bowker and susan leigh star, sorting things out:
Classification and its consequences - review. Comput. Support. Cooperative
Work. 10(1), 147–153 (2001). https://doi.org/10.1023/A:1011229919958, https:
//doi.org/10.1023/A:1011229919958

https://doi.org/10.1109/CVPRW.2019.00282
https://doi.org/10.48550/ARXIV.2207.10246
https://arxiv.org/abs/2207.10246
https://doi.org/10.1109/CVPRW50498.2020.00024
https://doi.org/https://doi.org/10.6028/NIST.IR.8052
https://doi.org/10.1007/978-3-030-68793-9_14
https://doi.org/10.1007/978-3-030-68793-9_14
https://doi.org/10.1007/978-3-030-68793-9_14
https://arxiv.org/abs/2007.03775
https://arxiv.org/abs/2007.03775
http://arxiv.org/abs/1611.06355
http://arxiv.org/abs/1611.06355
https://arxiv.org/abs/2103.00020
http://arxiv.org/abs/1511.06434
https://doi.org/10.1145/3306618.3314244
https://doi.org/10.1145/3306618.3314244
https://openaccess.thecvf.com/content/CVPR2021/html/Ramaswamy_Fair_Attribute_Classification_Through_Latent_Space_De-Biasing_CVPR_2021_paper.html
https://openaccess.thecvf.com/content/CVPR2021/html/Ramaswamy_Fair_Attribute_Classification_Through_Latent_Space_De-Biasing_CVPR_2021_paper.html
https://openaccess.thecvf.com/content/CVPR2021/html/Ramaswamy_Fair_Attribute_Classification_Through_Latent_Space_De-Biasing_CVPR_2021_paper.html
https://doi.org/10.1023/A:1011229919958
https://doi.org/10.1023/A:1011229919958
https://doi.org/10.1023/A:1011229919958


Deep Generative Views to Mitigate Gender Classification Bias 19

50. Ricanek, K., Tesafaye, T.: Morph: a longitudinal image database of normal adult
age-progression. In: 7th International Conference on Automatic Face and Gesture
Recognition (FGR06). pp. 341–345 (2006). https://doi.org/10.1109/FGR.2006.78

51. Richardson, E., Alaluf, Y., Patashnik, O., Nitzan, Y., Azar, Y., Shapiro, S.,
Cohen-Or, D.: Encoding in style: A stylegan encoder for image-to-image trans-
lation. In: IEEE Conference on Computer Vision and Pattern Recognition,
CVPR 2021, virtual, June 19-25, 2021. pp. 2287–2296. Computer Vision Foun-
dation / IEEE (2021), https://openaccess.thecvf.com/content/CVPR2021/
html/Richardson Encoding in Style A StyleGAN Encoder for Image-to-
Image Translation CVPR 2021 paper.html

52. Ryu, H.J., Adam, H., Mitchell, M.: Inclusivefacenet: Improving face attribute de-
tection with race and gender diversity. In: Workshop on Fairness, Accountability,
and Transparency in Machine Learning. pp. 1–6 (March 2018)

53. Sensoy, M., Kaplan, L.M., Kandemir, M.: Evidential deep learning to quan-
tify classification uncertainty. In: Bengio, S., Wallach, H.M., Larochelle, H.,
Grauman, K., Cesa-Bianchi, N., Garnett, R. (eds.) Advances in Neural In-
formation Processing Systems 31: Annual Conference on Neural Informa-
tion Processing Systems 2018, NeurIPS 2018, December 3-8, 2018, Montréal,
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