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Abstract. Learning with symmetric positive definite (SPD) matrices
has many applications in machine learning. Consequently, understanding
the Riemannian geometry of SPD matrices has attracted much attention
lately. A particular Riemannian geometry of interest is the recently pro-
posed Bures-Wasserstein (BW) geometry which builds on the Wasserstein
distance between the Gaussian densities. In this paper, we propose a
novel generalization of the BW geometry, which we call the GBW ge-
ometry. The proposed generalization is parameterized by a symmetric
positive definite matrix M such that when M = I, we recover the BW
geometry. We provide a rigorous treatment to study various differential
geometric notions on the proposed novel generalized geometry which
makes it amenable to various machine learning applications. We also
present experiments that illustrate the efficacy of the proposed GBW
geometry over the BW geometry.

Keywords: Riemannian geometry · SPD matrices · Bures-Wasserstein.

1 Introduction

Symmetric positive definite (SPD) matrices play a fundamental role in various
fields of machine learning, such as metric learning [31], signal processing [12],
sparse coding [13,23], computer vision [20,40], and medical imaging [46,39], etc.
The set of SPD matrices, denoted as Sn++, is a subset of the Euclidean space
Rn(n+1)/2. To measure the (dis)similarity between SPD matrices, one needs
to assign a metric (an inner product structure on the tangent space) on Sn++,
which yields a Riemannian manifold. Consequently, various Riemannian metrics
have been studied such as the affine-invariant [7,46], Log-Euclidean [4], and
Log-Cholesky [38] metrics, and those induced from symmetric divergences [50,51].
Different metrics lead to different differential structures on the SPD matrices, and
therefore, picking the “right” one depends on the application at hand. Indeed, the
choice of metric has profound effect on the performance of learning algorithms
[43,49,21].
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The Bures-Wasserstein (BW) metric and its geometry for SPD matrices have
lately gained popularity, especially in machine learning applications [8,41,54] such
as statistical optimal transport [8], computer graphics [48], neural sciences [19],
and evolutionary biology [14], among others. It also connects to the theory of op-
timal transport and the L2-Wasserstein distance between zero-centered Gaussian
densities [8]. More recently, [21] analyzes the BW and the affine-invariant (AI) ge-
ometries in SPD learning problems and compare their advantages/disadvantages
in various machine learning applications.

In this paper, we propose a natural generalization of the BW metric by scaling
SPD matrices with a given parameter SPD matrix M. The introduction of M
gives flexibility to the BW metric. Choosing M is equivalent to choosing a suitable
metric for learning tasks on SPD matrices. For example, a proper choice of M can
lead to faster convergence of algorithms for certain class of optimization problems
(see more discussions in Section 4). Indeed, when M = I, the generalized metric
reduces to the BW metric for SPD matrices. When M = X, the proposed metric
coincides locally with the AI metric, i.e., around the neighbourhood of a SPD
matrix X. The proposed generalized metric allows to connect the BW and AI
metrics (locally) with different choices of M. The following are our contributions.

– We propose a novel generalized BW (GBW) metric by generalizing the
Lyapunov operation in the BW metric (Section 2). In addition, it can also
be viewed as a generalized Procrustes distance and also as the Wasserstein
distance with Mahalanobis cost metric for Gaussians.

– The GBW metric leads to a Riemannian geometry for SPD matrices. In
Section 3.1, we derive various Riemannian operations like geodesics, expo-
nential and logarithm maps, Levi-Civita connection. We show that they are
also natural generalizations of operations with the BW geometry. Section 3.2
derives Riemannian optimization ingredients under the proposed geometry.

– In Section 4, we show the usefulness of the GBW geometry in the applications
of covariance estimation and Gaussian mixture models.

2 Generalized Bures-Wasserstein metric

The Bures-Wasserstein (BW) distance is defined as

dbw(X,Y) =
√

tr(X) + tr(Y)− 2tr(XY)1/2, (1)

where X and Y are SPD matrices and tr(X)1/2 denotes the trace of the matrix
square root. It has been shown in [8,41] that the BW distance (1) induces a
Riemannian metric and geometry on the manifold of SPD matrices. The BW
metric that leads to the distance (1) is defined as

gbw(U,V) =
1

2
tr(LX[U]V) =

1

2
vec(U)⊤(X⊗ I+ I⊗X)−1vec(V), (2)

where U,V on TXSn++ are the symmetric matrices and the Lyapunov operator
LX[U] is defined as the solution of the matrix equation XLX[U] +LX[U]X = U
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for U ∈ Sn (which is the set of symmetric matrices of size n× n). Here, vec(U)
and vec(V) are the vectorization of matrices U and V, respectively, and ⊗
denotes the Kronecker product. Our proposed GBW metric generalizes (2) and
is parameterized by a given M ∈ Sn++ as

ggbw(U,V) = 1
2 tr(LX,M[U]V) = 1

2vec(U)⊤(X⊗M+M⊗X)−1vec(V), (3)

where LX,M[U] is the generalized Lyapunov operator, defined as the solution to
the linear matrix equation XLX,M[U]M +MLX,M[U]X = U. Similar to the
special Lyapunov operator, the solution is symmetric given that X,M ∈ Sn++

and U ∈ Sn. As we show later that the Riemannian distance associated with the
GBW metric is derived as

dgbw(X,Y) =
√
tr(M−1X) + tr(M−1Y)− 2tr(XM−1YM−1)1/2, (4)

which can be seen as the BW distance (1) between M−1/2XM−1/2 and M−1/2

YM−1/2. Note that the affine-invariant metric [7] is given by gai(U,V) =
vec(U)⊤(X⊗X)−1vec(V). Clearly, the proposed metric (3) coincides locally with
the affine-invariant (AI) metric when M = X, i.e., around the neighbourhood of
X. (Implications of this observation are discussed later in experiments.)

Below, we show that the same GBW distance (4) is realized under various
contexts naturally. In those cases, the Euclidean norm, denoted by ∥·∥2 is replaced
with the more general Mahalanobis norm defined as ∥X∥M−1 :=

√
tr(X⊤M−1X).

Orthogonal Procrustes problem: Any SPD matrix X ∈ Sn++ can be factorized
as X = PP⊤ for P ∈ M(n), the set of invertible matrices. Such a factorization is
invariant under the action of the orthogonal group O(n), the set of orthogonal
matrices. That is, for any O ∈ O(n), PO is also a valid parameterization. In [8],
the BW distance is verified as the extreme solution of the orthogonal Procrustes
problem where P is set to be X1/2, i.e., dbw(X,Y) = minO∈O(n) ∥X1/2−Y1/2O∥2.
We can show that the GBW distance is obtained as the solution to the same
orthogonal Procrustes problem in the Mahalanobis norm parameterized by M−1.

Proposition 1. dgbw(X,Y) = minO∈O(n) ∥X1/2 −Y1/2O∥M−1 .

Wasserstein distance and optimal transport: To demonstrate the con-
nection of the GBW distance to the Wasserstein distance, recall that the L2-
Wasserstein distance between two probability measures µ, ν with finite second mo-
ments is W 2(µ, ν) = infx∼µ,y∼ν E∥x−y∥22 = infγ∼Γ (µ,ν)

∫
Rn×Rn ∥x−y∥22dγ(x,y),

where Γ (µ, ν) is the set of all probability measures with marginals µ, ν. It is well
known that the L2-Wasserstein distance between two zero-centered Gaussian dis-
tributions is equal to the BW distance between their covariance matrices [8,47,54].
The following proposition shows that the L2-Wasserstein distance between such
measures with respect to a Mahalanobis cost metric (which we term as generalized
Wasserstein distance) coincides with the GBW distance in (4).
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Proposition 2. Define the generalized Wasserstein distance as W̃ 2(µ, ν) :=
infx∼µ,y∼ν E∥x − y∥2M−1 , for any M−1 ∈ Sn++. Suppose µ, ν are two Gaussian
measures with zero mean and covariances as X,Y ∈ Sn++ respectively. Then, we
have W̃ 2(µ, ν) = d2gbw(X,Y).

Alternatively, the same distance is recovered by considering two scaled random
Gaussian vector M−1/2x,M−1/2y under the Euclidean distance, i.e., d2(X,Y) =
infx∼µ,y∼ν E∥M−1/2x−M−1/2y∥22. For completeness, we also derive the optimal
transport plan corresponding to the GBW distance in Appendix.

3 Generalized Bures-Wasserstein Riemannian geometry

In this section, the geometry arising from the GBW metric (3) is shown to have a
Riemannian structure for a given M ∈ Sn++, which we denote as Mgbw. We show
the expressions of the Riemannian distance, geodesic, exponential/logarithm
maps, Levi-Civita connection, sectional curvature as well as the geometric mean
and barycenter. A summary of the results is presented in Table 1. Additionally,
we discuss optimization on the SPD manifold with the proposed GBW geometry.
We defer the detailed derivations discussed in this section to Appendix.

3.1 Differential geometric properties of GBW

To derive the various expressions in Table 1, we provide two strategies, one is
by a Riemannian submersion from the general linear group and another is by a
Riemannian isometry from the BW Riemannian geometry, Mbw. These claims
are formalized in Propositions 3 and 4 respectively.

Perspective from Riemannian submersion: A Riemannian submersion
[35] between two manifolds is a smooth surjective map where its differential
restricted to the horizontal space is isometric (formally defined in Appendix).
The general linear group GL(n) is the set of invertible matrices with the group
action of matrix multiplication. When endowed with the standard Euclidean
inner product ⟨·, ·⟩2, the group becomes a Riemannian manifold, denoted as Mgl.
The proposition below introduces a Riemannian submersion from Mgl to Mgbw.

Proposition 3. The map π : Mgl −→ Mgbw defined as π(P) = M1/2PP⊤M1/2

is a Riemannian submersion, for P ∈ GL(n) and Mgbw parameterized by M ∈
Sn++ as in (3).

Perspective from Riemannian isometry: A Riemannian isometry between
two manifolds is a diffeomorphism (i.e., bijective, differentiable, and its inverse is
differentiable) that pulls back the Riemannian metric from one to another [35].
We show in the following proposition that there exists a Riemannian isometry
between the GBW and BW geometries.
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Table 1. Summary of expressions for the proposed generalized Bures-Wasserstein
(GBW) Riemannian geometry, which is parameterized by M ∈ Sd

++.

Metric ggbw(U,V) = 1
2
tr(LX,M[U]V)

Distance d2gbw(X,Y) = tr(M−1X) + tr(M−1Y)− 2tr(XM−1YM−1)1/2

Geodesic γ(t) = ((1 − t)X1/2 + tY1/2O)((1 − t)X1/2 + tY1/2O)⊤ with O the
orthogonal polar factor of Y1/2M−1X1/2.

Exp ExpX(U) = X+U+MLX,M[U]XLX,M[U]M

Log LogX(Y) = M(M−1XM−1Y)1/2 + (YM−1XM−1)1/2M− 2X

Connection ∇ξη = Dξη + {XLX,M[η]MLX,M[ξ]M + XLX,M[ξ]MLX,M[η]M}S −
{MLX,M[η]ξ}S − {MLX,M[ξ]η}S, where {A}S := 1

2
(A+A⊤).

Min/Max
Curvature

Kmin(π(P)) = 0, and Kmax(π(P)) = 3
σ2
n+σ2

n−1
, where σi is the i-th largest

singular value of P, and π(P) = M1/2PP⊤M1/2.

Proposition 4. Define a map as τ(D) = M−1/2DM−1/2, for D ∈ Sn. Then,
the GBW metric can be written as ggbw,X(U,V) = gbw,τ(X)(τ(U), τ(V)), where
the subscript X, τ(X) indicates the tangent space. Hence, τ : Mbw −→ Mgbw is a
Riemannian isometry.

The proofs of the results in Table 1 are in Appendix and derived from the
first perspective of Riemannian submersion, taking inspiration from the analysis
in [8,41,42]. In Appendix, we also include various additional developments on the
GBW geometry, such as geometric interpolation and barycenter, connection to
robust Wasserstein distance and metric learning.

3.2 Riemannian optimization with the GBW geometry

Learning over SPD matrices usually concerns optimizing an objective function
with respect to the parameter, which is constrained to be SPD. Riemannian
optimization is an elegant approach that converts the constrained optimization
into an unconstrained problem on manifolds [1,10]. Among the metrics for the SPD
matrices, the affine-invariant (AI) metric is seemingly the most popular choice
for Riemannian optimization due to its efficiency and convergence guarantees.
Recently, however, in [21], the BW metric is shown to be a promising alternative
for various learning problems. Below, we derive the expressions for Riemannian
gradient and Hessian of an objective function for the GBW geometry.

Riemannian gradient (and Hessian) are generalized gradient (and Hessian) on
the tangent space of Riemannian manifolds. The expressions allow to implement
various Riemannian optimization methods, using toolboxes like Manopt [11],
Pymanopt [53], ROPTLIB [29], etc.

Proposition 5. The Riemannian gradient and Hessian on Mgbw is derived as
gradf(X) = 2X∇f(X)M+2M∇f(X)X and Hessf(X)[U] = 4{M∇2f(X)[U]X}S
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Table 2. Riemannian optimization ingredients for the affine-invariant (AI) and Gener-
alized Bures-Wasserstein (GBW) with M = X geometries for log-det optimization.

AI GBW (with M = X)

Exp ExpX(U) = X exp(X−1U) ExpX(U) = X+U+ 1
4
UX−1U

Grad gradf(X) = XCX−X gradf(X) = 4XCX− 4X

Hess Hessf(X)[U] = 2U+ {UCX}S Hessf(X)[U] = 2U+ 2{UCX}S

+ 2{M∇f(X)U}S + 4{X{∇f(X)MLX,M[U]}SM}S − {MLX,M[U]gradf(X)}S,
where ∇f(X),∇2f(X) represent the Euclidean gradient and Hessian, respectively.

In Appendix, we discuss geodesic convexity of functions on the SPD manifold
endowed with the GBW metric. It generalizes the discussion in [21].

4 Experiments

In this section, we perform experiments showing the benefit of the GBW geometry.
The algorithms are implemented in Matlab using the Manopt toolbox [11]. The
codes are available on https://github.com/andyjm3/GBW.

4.1 Log-determinant Riemannian optimization

Problem formulation: Log-determinant (log-det) optimization is common
in statistical machine learning, such as for estimating the covariance, with an
objective concerning minX∈Sn++

f(X) = − log det(X). From [21], optimization
with the BW geometry is less well-conditioned compared to the AI geometry.
This is because the Riemannian Hessians at optimality are Hessaif(X

∗)[U] = U
for the AI geometry and Hessbwf(X

∗)[U] = 4{(X∗)−1U}S for the BW geometry.
This suggests, under the BW geometry, the condition number of Hessian at
optimality depends on the solution X∗, while no dependence on X∗ under the
AI geometry. Thus, this leads to a poor performance on BW geometry [21].

Here, we show how the GBW geometry helps to address this issue. Specifically,
with the GBW geometry, we see from Proposition 5 that by choosing M = X∗, the
Riemannian Hessian is Hessgbwf(X

∗)[U] = U, which becomes well-conditioned
(around the optimal solution). This provides the motivation for a choice of M.
As the optimal solution X∗ is unknown in optimization problems, choice of M is
not trivial. In practice, one may choose M = X dynamically at every or after
a few iterations. This strategy corresponds to modifying the GBW geometry
dynamically with iterations.

As an example, we consider the following inverse covariance estimation prob-
lem [18,27] as minX∈Sn++

f(X) = − log det(X) + tr(CX), where C ∈ Sn++ is a
given SPD matrix. The Euclidean gradient ∇f(X) = −X−1 +C and the Eu-
clidean Hessian ∇2f(X)[U] = X−1UX−1. From the analysis in Appendix, this

https://github.com/andyjm3/GBW
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Fig. 1. Figures (a) & (b): Convergence for log-det optimization problem via Rieman-
nian trust region algorithm. Figures (c)-(f): Gaussian mixture model via Riemannian
stochastic gradient descent algorithm with optimal initial stepsize. In both the settings,
the GBW algorithm outperforms the BW algorithm and performs similar to the AI
algorithm. This can be attributed to the choice of M, which offers additional flexibility
to the GBW modeling.

problem is geodesic convex and the optimal solution is X∗ = C−1, which we seek
to estimate as a direct computation is challenging for ill-conditioned C.

Choosing M = X and following derivations in Section 3.2, the expressions
for the exponential map, Riemannian gradient, and Hessian under the GBW
geometry are shown in Table 2, where we also draw comparisons to the AI
geometry. We see that the choice of M = X allows GBW to locally approximate
the AI geometry up to some constants. For example, the AI exponential map
X exp(X−1U) can by approximated by second-order terms as X+U+ 1

2UX−1U.
This matches the GBW expression up to an additional term 1

4UX−1U. Overall,
the similarity of optimization ingredients help GBW (with M = X) perform as
similar as the AI geometry, which helps to resolve the poor performance of BW
for log-det optimization problems observed in [21].

Experimental setup and results: We follow the same settings as in [21] to
create problem instances and consider two instances where the condition number
of X∗ is 10 (well-conditioned) and 1000 (ill-conditioned). C is then obtained
as (X∗)

−1. To compare the convergence performance of optimization methods
under the AI, LE, BW, and GBW (with M = X) geometries, we implement the
Riemannian trust region (a second-order solver) with the considered geometries
[1,10]. To measure convergence, we use the distance to (theoretical) optimal
solution, i.e., ∥Xt −X∗∥2. We plot this distance against the cumulative inner
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iterations that the trust region method takes to solve a particular trust region
sub-problem at every iteration. The inner iterations are a good measure to show
convergence of trust region algorithms [1, Chapter 7].

From Figures 1(a) & 1(b), we observe the faster convergence with the GBW
geometry compared to other geometries regardless of the condition number. In
contrast, the BW geometry performs poorly in log-determinant optimization
problems as shown in [21]. The GBW geometry effectively resolves the convergence
issues with the BW geometry for such settings. Based on our discussion earlier,
we see that GBW with M = X performs similar to the AI geometry. Empirically,
it shows that the GBW geometry effectively bridges the gap between BW and
AI geometries for optimization problems.

4.2 Gaussian mixture model (GMM)

Problem formulation: We now consider Gaussian density estimation and
mixture model problem. Let xi ∈ Rd, i = 1, ..., N, be the given i.i.d. samples.
Following [26], we consider a reformulated GMM problem on augmented samples
y⊤
i = [x⊤

i ; 1] ∈ Rd+1. The density of a GMM is parameterized by the augmented
covariance matrix Σ ∈ Rd+1. It should be noted that the log-likelihood of
Gaussian is geodesic convex under the AI geometry [26] but not under the GBW
geometry. However, if we define S = Σ−1 [21], the reparameterized log-likelihood
pN (Y;S) =

∑N
i=1 log

(
(2π)1−d/2 exp(1/2) det(S)1/2 exp(− 1

2y
⊤
i Syi)

)
is geodesic

convex on Mgbw. Similar trick was employed in [21] to obtained geodesic convex
log-likelihood objective for GMM under the BW geometry. Overall, we solve the
GMM problem similar as discussed in [26,21].

Experimental setup and results: We consider datasets: iris, kmeansdata,
balance, and phoneme from Matlab database and Keel database [15]. For com-
parisons, we implement the Riemannian stochastic gradient descent method [9]
as it is widely used in GMM problems [26]. The batch size is set to 50 and we
use a decaying stepsize for all the geometries [21]. As discussed in Section 4.1, we
set M = X at every iteration for optimizing under the GBW geometry. Without
access to the optimal solution, the convergence is measured in terms of the
Euclidean gradient norm ∥Σt∇L(Σt)∥2 for comparability across geometries.

Figures 1(c)-1(f) show convergence along with the best selected initial stepsize.
We observe that convergence under the GBW geometry is competitive and clearly
outperforms the BW geometry based algorithm.

Remark 1. For all the experiments in this section, we simply set M = X. In
general, M can be learned according to the applications. We demonstrate several
examples in Appendix.

5 Conclusion

In this paper, we propose a Riemannian geometry that generalizes the recently
introduced Bures-Wasserstein geometry for SPD matrices. This generalized ge-
ometry has natural connections to the orthogonal Procrustes problem as well
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as to the optimal transport theory, and still possesses the properties of the
Bures-Wasserstein geometry (which is a special case). The new geometry is shown
to be parameterized by a SPD matrix M. This offers necessary flexibility in
applications. Experiments show that learning of M leads to better modeling in
applications.
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A Additional results and proofs for Section 2

A.1 Proof of Proposition 1

Proof (Proof of Proposition 1). First we have

min
O∈O(n)

∥X1/2 −Y1/2O∥2M−1

= tr(M−1X) + tr(M−1Y)− 2 max
O∈O(n)

tr(M−1X1/2OY1/2). (5)

And the minimum of (5) is attained when O is the orthogonal polar factor
of Y1/2M−1X1/2, which is O = Y1/2M−1X1/2(X1/2M−1YM−1X1/2)−1/2, as
proved in [8]. Substituting the expression of O in (5) completes the proof.

A.2 Proof of Proposition 2

Before we proceed to prove Proposition 2, we provide an essential lemma, which
generalizes [8, Theorem 2].

Lemma 1. Define F̃ (X,Y) = tr(X1/2M−1YM−1X1/2)1/2. Then for any X,Y ∈
Sn++,

1) F̃ (X,Y) = minA∈Sn++

1
2 tr(XA+M−1YM−1A−1).

2) F̃ (X,Y) = minA∈Sn++

√
tr(XA)tr(M−1YM−1A−1).

Proof. Following [8], the proof proceeds by analyzing the first-order stationary
conditions, where we replace Y with M−1YM−1.

Proof (Proof of Proposition 2). We have X = E[xx⊤] and Y = E[yy⊤].

W̃ 2(µ, ν) = inf
x∼µ,y∼ν

E[x⊤M−1x+ y⊤M−1y − 2x⊤M−1y]

= inf
x∼µ,y∼ν

tr(M−1X) + tr(M−1Y)− 2tr(M−1E[yx⊤])]

= tr(M−1X) + tr(M−1Y)− sup
K:Σ⪰0

2tr(M−1K⊤),

where K is the covariance between x,y such that the joint covariance matrix

Σ = E
[
xx⊤ xy⊤

xy⊤ yy⊤

]
=

[
X K
K⊤ Y

]
⪰ 0.

Two necessary and sufficient conditions for Σ ⪰ 0 are (i) X ⪰ KY−1K⊤

and (ii) K = X1/2CY1/2 for some contraction C, i.e., ∥C∥2 ≤ 1 [7]. Hence,
tr(K) ≤ ∥X1/2∥2∥Y1/2∥2 =

√
tr(X)tr(Y). Also, for any A ∈ Sn++, the block

diagonal matrix

P =

[
A1/2 0
0 A−1/2M−1

]
∈ M(2n)
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Then

P

[
X K
K⊤ Y

]
P⊤ =

[
A1/2XA1/2 A1/2KM−1A−1/2

A−1/2M−1K⊤A1/2 A−1/2M−1YM−1A−1/2

]
⪰ 0.

This leads to

tr(M−1K⊤) = tr(A−1/2M−1K⊤A1/2)

≤
√

tr(A1/2XA1/2)tr(A−1/2M−1YM−1A−1/2)

=
√

tr(XA)tr(M−1YM−1A−1).

Hence choosing K = (XY)1/2, we can show KY−1K⊤ = X [8] and

max
K:Σ⪰0

tr(M−1K⊤) = F̃ (X,Y) = min
A∈Sn++

√
tr(XA)tr(M−1YM−1A−1).

It thus follows that W̃ 2(µ, ν) = d2gbw(X,Y).

A.3 Additional results: optimal transport plan for GBW distance

Next, we derive the optimal transport plan corresponding to the generalized
Wasserstein distance as follows, where we use the notation A#B to represent
the matrix geometric mean under the affine-invariant metric, i.e., A#B =
A1/2(A−1/2BA−1/2)1/2A1/2 = A(A−1B)1/2 = (AB−1)1/2B.

Proposition 6. Let x,y ∈ Rn be random Gaussian vectors with zero mean and
covariance matrices X,Y ∈ Sn++ respectively. The optimal transport plan from x
to y under the Mahalanobis distance is T = M(X−1#(M−1YM−1)).

Proof (Proof of Proposition 6). For any P ∈ M(n) as a transport plan,

E∥M−1/2x−PM−1/2x∥22
= tr(M−1X) + tr(PM−1/2XM−1/2P⊤)− 2tr(X1/2M−1/2PM−1/2X1/2). (6)

By comparing (6) to d2gbw(X,Y), we set

X1/2M−1/2PM−1/2X1/2 = (X1/2M−1YM−1X1/2)1/2

which gives an expression of P as

P = M1/2X−1/2(X1/2M−1YM−1X1/2)1/2X−1/2M1/2

= M1/2
(
X−1#(M−1YM−1)

)
M1/2. (7)

From this result, we have

tr(PM−1/2XM−1/2P⊤)

= tr
(
M1/2

(
X−1#(M−1YM−1)

)
X
(
X−1#(M−1YM−1)

)
M1/2

)
= tr

(
M1/2X−1(XM−1YM−1)1/2XX−1(XM−1YM−1)1/2M1/2

)
= tr(M−1Y),
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where we use the property of matrix geometric mean. This suggests the definition
of P is the optimal transport map under the Euclidean distance. Combining (7)
with (6) shows

E∥M−1/2x−M1/2
(
X−1#(M−1YM−1)

)
x∥22

=E∥x−M
(
X−1#(M−1YM−1)

)
x∥2M−1

= d2gbw(X,Y).

We can, thus, define the transport plan as TX−→Y := M
(
X−1#(M−1YM−1)

)
and denote y = TX−→Y x, which is a Gaussian random vector with covariance

TX−→YXT⊤
X−→Y = M

(
X−1#(M−1YM−1)

)
X
(
X−1#(M−1YM−1)

)
M = Y.

Thus, E∥x− y∥2M−1 = d2gbw(X,Y) where y = TX−→Yx. From Proposition 2, we
see TX−→Y is the optimal transport plan from X to Y under the Mahalanobis
distance.

B Additional results and proofs for Section 3.1

B.1 Riemannian distance, geodesics, exponential map, and logarithm
map

Proposition 7. The Riemannian distance on Mgbw is derived as dgbw(X,Y) =
(tr(M−1X) + tr(M−1Y)− 2tr(XM−1YM−1)1/2)1/2.

Proposition 8. A geodesic on Mgbw between any X,Y ∈ Sn++ is given by
γ(t) = (π ◦ c)(t), where c(t) = (1− t)M−1/2X1/2 + tM−1/2Y1/2O. Here, O is
the orthogonal polar factor of Y1/2M−1X1/2.

The geodesic in Proposition 8 can be simplified as

γ(t) = ψ(t)ψ(t)⊤ =
(
(1− t)X1/2 + tY1/2O

)(
(1− t)X1/2 + tY1/2O

)⊤
, (8)

which coincides with the geodesic of the BW geometry except that O is now the
orthogonal polar factor of Y1/2M−1X1/2 rather than Y1/2X1/2 as for BW.

Proposition 9. The Riemannian exponential map associated with the gener-
alized BW metric is ExpX(tU) = X + tU + t2MLX,M[U]XLX,M[U]M. The
neighbourhood X := {M+ tMLX,M[U]M ∈ Sn++} is a totally normal neighbour-
hood where exponential map is a diffeomorphism with logarithm map LogX(Y) =
M(M−1XM−1Y)1/2 + (YM−1XM−1)1/2M− 2X.

We remark that the exponential map is only invertible in the neighbourhood
X , where t is chosen sufficiently small. This makes Mgbw a geodesic incomplete
manifold, similar to Mbw [41].
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B.2 Levi-Civita connection and sectional curvature

The Levi-Civita connection (Levi-Civita derivative) of a vector field on manifold
M is the unique covariant derivative that satisfies (1) torsion-free property, and
(2) metric compatibility (formal definitions are provided as supplementary). Let
X(M) be the space of vector fields on the Riemannian manifold (M, g) and
denote {A}S := (A+A)/2, for A ∈ Rn×n.

Proposition 10. The Levi-Civita connection with the GBW geometry is ∇ξη =
Dξη + {XLX,M[η]MLX,M[ξ]M+XLX,M[ξ]MLX,M[η]M}S − {MLX,M[η]ξ}S −
{MLX,M[ξ]η}S, for any ξ, η ∈ X(M).

Sectional curvature measures the curvature locally around a point X, which
is defined geometrically as the Gaussian curvature of a 2-dimensional subspace
of TXMgbw.

Proposition 11. Let U, V ∈ X(Mgbw) be two (linearly independent) vector
fields. Let Ũ(P) = M1/2LM,π(P)[U(π(P))]M1/2P, for P ∈ Mgl and similarly
for Ṽ . Suppose Ũ(P), Ṽ (P) are orthonormal on TPMgl. Then, the sectional
curvature of the subspace spanned by U(π(P)), V (π(P)) is

K(U(π(P)), V (π(P))) =
∑
i,j

3C2
ij

σ2
j (σiσ

−1
j + σ−1

i σj)2
,

where C = V⊤(Ṽ (P)⊤Ũ(P)− Ũ(P)⊤Ṽ (P))V and the singular value decomposi-
tion gives P = UΣV⊤ with Σ = diag(σ1, . . . , σn), σ1 ≥ · · · ≥ σn.

The sectional curvature of GBW geometry is shown to be non-negative,
regardless of the choice of M. The bounds are shown below.

Proposition 12. Under the same settings as Proposition 11, the minimum
sectional curvature is zero and the maximum is 3/(σ2

n + σ2
n−1).

Although sharing the minimum curvature with the BW geometry [42], the
maximum curvature of GBW geometry is affected by the choice of M from the
definition of Riemannian submersion π defined in Proposition 3.

B.3 Geometric interpolation and barycenter

With the proposed GBW geometry, we are interested to study the properties
of interpolation between two or more SPD matrices on the manifold. This has
implications in various applications, such as diffusion tensor imaging (DTI) [46,7].

First, we show that the geodesic interpolation between X,Y ∈ Mgbw satisfies
an operator inequality (shown in supplementary), which is γ(t) ⪯ (1− t)X+ tY,
where γ(0) = X, γ(1) = Y and ⪯ denotes the Löwner partial order. One immedi-
ate implication is log det(γ(t)) ≤ log det((1− t)X+ tY) that suggests a smaller
swelling effect compared to the Euclidean interpolation for DTI applications. See
more discussions in the supplementary.
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We further study the interpolation for multiple SPD matrices {Xl}Nl=1, also
known as the barycenter problem on Mgbw, i.e., minA∈Sn++

∑N
l=1 wld

2
gbw(Xl,A),

where the weights
∑

l wl = 1. We show in the supplementary that there exists a
unique solution to the problem and provide a fixed point iteration to compute
the barycenter [8].

B.4 Proof of Proposition 3

First we recall a smooth submersion is a smooth map π : (M, g) −→ (N , h)
from Riemannian manifold (M, g) to (N , h) such that its differential Dπ(x) :
TxM −→ Tπ(x)N is surjective for any x ∈ M. Every tangent space TxM can be
decomposed as TxM = Vx ⊕ Hx = Ker(Dπ(x)) ⊕ Ker(Dπ(x))⊥, where Ker(f)
denotes the kernel of a map and ⊕ is the direct sum. We respectively call Vx,Hx

as the vertical and horizontal subspaces. The map π is called a Riemannian
submersion if it is a smooth submersion and its differential restricted to the
horizontal space, Dπ(x) : Hx −→ Tπ(x)N is isometric for any x ∈ M, i.e. gx(u, v) =
hπ(x)(Dπ(x)[u],Dπ(x)[v]).

Proof (Proof of Proposition 3). Note that the tangent space of Mgl, TPMgl,
is the space of Rn×n. The differential of π(P) in the direction U ∈ Rn×n is
given by Dπ(P)[U] = M1/2UP⊤M1/2 +M1/2PU⊤M1/2. We then derive the
kernel of Dπ(P) (vertical space VP) and the orthogonal complement of the kernel
(horizontal space HP) as

Ker(Dπ(P)) = {U : Dπ(P)[U] = 0}
= {U = M−1/2KM−1/2P−⊤ : K is skew-symmetric}, (9)

Ker(Dπ(P))⊥ = {V : tr(V⊤M−1/2KM−1/2P−⊤) = 0}
= {V = M1/2SM1/2P : S ∈ Sn}. (10)

It is clear that π is a smooth submersion. Now, we only need to verify that it also
satisfies the isometry property. For any S,H ∈ Sn, M1/2SM1/2P,M1/2HM1/2P ∈
HP, and

Dπ(P)[M1/2SM1/2P] = MSM1/2PP⊤M1/2 +M1/2PP⊤M1/2SM

= MSπ(P) + π(P)SM

Dπ(P)[M1/2HM1/2P] = MHM1/2PP⊤M1/2 +M1/2PP⊤M1/2HM

= MHπ(P) + π(P)HM.

The inner product at π(P) is given by

⟨Dπ(P)[M1/2SM1/2P],Dπ(P)[M1/2HM1/2P]⟩gbw

=
1

2
tr(Lπ(P),M[Dπ(P)[M1/2SM1/2P]]Dπ(P)[M1/2HM1/2P])

=
1

2
tr(SMHπ(P) + Sπ(P)HM) = tr(π(P)SMH),
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where the last equality is because S,M,H, π(P) are all symmetric. The inner
product at P is given by

⟨M1/2SM1/2P,M1/2HM1/2P⟩2 = tr(P⊤M1/2SMHM1/2P) = tr(π(P)SMH).

This shows for any S̃, H̃ ∈ HP, ⟨S̃, H̃⟩2 = ⟨Dπ(P)[S̃],Dπ(P)[H̃]⟩gbw, thereby
completing the proof.

B.5 Proof of Proposition 4

Proof (Proof of Proposition 4). Given for any X ∈ Sn++, τ : Sn++ −→ Sn++ is a
diffeomorphism, it is thus suffices to show ggbw,X(U,V) = gbw,τ(X)(τ(U), τ(V)).
That is,

ggbw,X(U,V) =
1

2
tr(LX,M[U]V) =

1

2
tr(M−1/2Lτ(X)[τ(U)]M−1/2V)

=
1

2
tr(Lτ(X)[τ(U)]τ(V)) = gbw,τ(X)(τ(U), τ(V)),

where we use the definition of the Lyapunov operator.

B.6 Proof of Proposition 7

First we provide a Theorem that shows the pushforward distance from a Rieman-
nian submersion is the Riemannian distance.

Theorem 1 (Riemannian distance induced from Riemannian submer-
sion [54]). Consider π : (M, g) −→ (N , h) as a Riemannian submersion.
Let dM be the Riemannian distance on (M, g) and the pushforward distance
dN (p, q) = infu∈π−1(p),v∈π−1(q) dM(u, v) is equal to the Riemannian distance.

We now proceed to derive the distance expression.

Proof (Proof of Proposition 7). From the definition of π and Theorem 1, we have
for any X,Y ∈ Sn++,

d2gbw(X,Y) = inf
Ω,R∈O(n)

d2gl(M
−1/2X1/2Ω,M−1/2Y1/2R)

= inf
Ω,R∈O(n)

∥M−1/2X1/2Ω−M−1/2Y1/2R∥22

= tr(M−1X) + tr(M−1Y)− 2 sup
Ω,R∈O(n)

tr(M−1X1/2ΩR⊤Y1/2)

= tr(M−1X) + tr(M−1Y)− 2 sup
O∈O(n)

tr(M−1X1/2OY1/2).

The supremum is attained when O = Y1/2M−1X1/2(X1/2M−1YM−1X1/2)−1/2

as in Proposition 1. This completes the proof.
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Here we also verify that the second-order approximation of the GBW distance
recovers the proposed Riemannian metric in (3).

Proposition 13. The GBW distance is approximated as d2gbw(X,X + θH) =
θ2

2 tr(LX,M[H]H) + o(θ2).

Proof (Proof of Proposition 13). For X ∈ Sn++ and H ∈ Sn such that X±H ∈ Sn++.
Thus, for θ ∈ [−1, 1], X+ θH ∈ Sn++ and

d2gbw(X,X+ θH) = 2tr(M−1X) + θtr(M−1H)

− 2tr(X1/2M−1XM−1X1/2 + θX1/2M−1HM−1X1/2)1/2

The first-order derivative is

d

dθ
d2gbw(X,X+ θH)

= tr
(
M−1H

− 2L(X1/2M−1XM−1X1/2+θX1/2M−1HM−1X1/2)1/2 [X
1/2M−1HM−1X1/2]

)
= tr

(
M−1H

− (X1/2M−1XM−1X1/2 + θX1/2M−1HM−1X1/2)−1/2X1/2M−1HM−1X1/2
)
,

where we use the properties of standard Lyapunov operator, DV(X)1/2 =
LX1/2 [V] and tr(LX[U]) = 1

2 tr(X
−1U). Notice that

d

dθ
d2gbw(X,X+ θH)|θ=0

= tr(M−1H)− tr
(
M−1X1/2(X1/2M−1XM−1X1/2)−1/2X1/2M−1H

)
= tr(M−1H)− tr

(
(M−1XM−1X)−1/2M−1XM−1H

)
= 0,

where the second equality is from (11). The second order derivative is

d2

dθ2
d2gbw(X,X+ θH)

= −tr
( d

dθ

(
X1/2M−1XM−1X1/2 + θX1/2M−1HM−1X1/2

)−1/2×

X1/2M−1HM−1X1/2
)

= tr(
d

dθ
(−C−1/2)X1/2M−1HM−1X1/2),

where we let C = X1/2M−1XM−1X1/2 + θX1/2M−1HM−1X1/2. Then,

d

dθ
(−C−1/2) = C−1/2LC1/2 [X1/2M−1HM−1X1/2]C−1/2.
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Thus,

d2

dθ2
d2gbw(X,X+ θH)|θ=0

=tr((X1/2M−1XM−1X1/2)−1/2L(X1/2M−1XM−1X1/2)1/2 [X
1/2M−1HM−1X1/2]×

(X1/2M−1XM−1X1/2)−1/2X1/2M−1HM−1X1/2)

=tr(X−1/2L(X1/2M−1XM−1X1/2)1/2 [X
1/2M−1HM−1X1/2]X−1/2H).

Notice, similarly from (11),

(X1/2M−1XM−1X1/2)1/2X−1/2M = X−1/2M(X−1MX−1M)−1/2 = X1/2, and

MX−1/2(X1/2M−1XM−1X1/2)1/2 = X1/2

Let L := L(X1/2M−1XM−1X1/2)1/2 [X
1/2M−1HM−1X1/2]. Then,

H = MX−1/2L(X1/2M−1XM−1X1/2)1/2X−1/2M

+MX−1/2(X1/2M−1XM−1X1/2)1/2LX−1/2M

= MX−1/2LX1/2 +X1/2LX−1/2M

= MX−1/2LX−1/2X+XX−1/2LX−1/2M.

Thus, LX,M[H] = X−1/2LX−1/2 and d2

dθ2 d
2
gbw(X,X+ θH)|θ=0 = tr(LX,M[H]H).

This completes the proof.

B.7 An important lemma regarding the polar factor

The next lemma studies the various expressions of the polar factor O, which is
used throughout the proofs in the rest of the paper.

Lemma 2. Consider O as defined in the proof of Proposition (7), then

O = Y1/2(Y−1MX−1M)1/2M−1X1/2 = Y−1/2(Y#(MX−1M))M−1X1/2.

Proof. From the definition of O,

O = Y1/2M−1X1/2(X1/2M−1YM−1X1/2)−1/2

= Y1/2M−1X1/2(X1/2M−1YM−1X1/2)−1/2X−1/2MM−1X1/2

= Y1/2(M−1XM−1Y)−1/2M−1X1/2 (11)

= Y1/2(Y−1MX−1M)1/2M−1X1/2,

= Y−1/2Y#(MX−1M)M−1X1/2, (12)

where (11) is proved as follows. Denote C = (X1/2M−1YM−1X1/2)−1/2 and we
have

I = CX1/2M−1YM−1X1/2C

= (M−1X1/2CX−1/2M)M−1XM−1Y(M−1X1/2CX−1/2M).

Thus, M−1X1/2CX−1/2M = (M−1XM−1Y)−1/2.
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B.8 Poof of Proposition 8

To derive the geodesic expression, we need the following well-known theorem.

Theorem 2 (Geodesic induced from Riemannian submersion [8,36]).
Consider π : (M, g) −→ (N , h) as a Riemannian submersion. Let c be a geodesic
on (M, g) with c′(0) is horizontal. Then, we have

(1) c′(t) is horizontal for all t.
(2) γ := π ◦ c is a geodesic on (N , h) of the same length as c.

Proof (Proof of Proposition 8). First, we see γ(0) = X, γ(1) = Y and for
M,X,Y ∈ Sn++,

c(t) = ((1− t)I+ tM−1/2Y1/2OX−1/2M1/2)M−1/2X1/2

= ((1− t)I+ tM−1/2Y#(MX−1M)M−1/2)M−1/2X1/2,

where the second equality follows from Lemma 2. It is clear that

M−1/2Y#(MX−1M)M−1/2 ∈ Sn++,

and hence, c(t) lies entirely in GL(n) for t ∈ [0, 1] as it is closed under matrix
multiplication. Also, c(t) is a line segment, and thus, it is a valid geodesic on
Mgl. Now, we need to show c′(0) is horizontal. Indeed, we have

c′(0) = M−1/2Y1/2O−M−1/2X1/2

= M1/2(M−1Y1/2O−M−1X1/2)

= M1/2(M−1Y1/2OX−1/2M− I)M−1X1/2

= M1/2(M−1Y(Y−1MX−1M)1/2M−1 −M−1)M1/2M−1/2X1/2

= M1/2HM1/2M−1/2X1/2,

where H := M−1Y#(MX−1M)M−1 −M−1 ∈ Sn. Thus, from the definition of
the horizontal space in (10), we have c′(0) ∈ HM−1/2X1/2 . This completes the proof.
In addition, from Theorem 2, we verify that the square of the Riemannian distance
d2gbw is the same as the straight-line distance on Mgl, which is ∥M−1/2X1/2 −
M−1/2Y1/2O∥22 = tr(M−1X) + tr(M−1Y)− 2tr(X1/2M−1YM−1X1/2)1/2.

B.9 Proof of Proposition 9

Proof (Proof of Proposition 9). We first simplify (1− t)X1/2 + tY1/2O = ((1−
t)I+ tY1/2UX−1/2)X1/2 = ((1− t)M+ tY#(MX−1M))M−1X1/2. With K :=
Y#(MX−1M), we rewrite the geodesic as

γ(t) = ((1− t)X1/2 + tY1/2O)((1− t)X1/2 + tY1/2O)⊤

= ((1− t)M+ tK)M−1XM−1((1− t)M+ tK)

= X+ tX(M−1K− I) + t(KM−1 − I)X

+ t2M(M−1KM−1 −M−1)X(M−1KM−1 −M−1)M.
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The first-order derivative is

γ′(0) = (K−M)M−1X+XM−1(K−M) = (KM−1 − I)X+X(M−1K− I)

= M(M−1KM−1 −M−1)X+X(M−1KM−1 −M−1)M.

Hence, γ(t) = X + tγ′(0) + t2MLX,M[γ′(0)]XLX,M[γ′(0)]M. The exponential
map, therefore, is

ExpX(tU) = X+ tU+ t2MLX,M[U]XLX,M[U]M

= (I+ tMLX,M[U])X(I+ tLX,M[U]M)

= (M+ tMLX,M[U]M)M−1XM−1(M+ tMLX,M[U]M).

Note that ExpX(tU) ∈ Sn++ if M+ tMLX,M[U]M ∈ Sn++.
To derive the logarithm map, let Y = ExpX(U). We first have

M+MLX,M[U]M

= (M−1XM−1)−1/2
(
(M−1XM−1)1/2Y(M−1XM−1)1/2

)1/2

(M−1XM−1)−1/2.

and

LX,M[U] = −M−1 +M−1(M−1XM−1)−1/2×(
(M−1XM−1)1/2Y(M−1XM−1)1/2

)1/2

(M−1XM−1)−1/2M−1

Hence, let SM :=
(
(M−1XM−1)1/2Y(M−1XM−1)1/2

)1/2
. Then,

U = XLX,M[U]M+MLX,M[U]X

= 2{XM−1(M−1XM−1)−1/2SM(M−1XM−1)−1/2}S − 2X

= 2{M(M−1XM−1)1/2SM(M−1XM−1)−1/2}S − 2X

= M(M−1XM−1Y)1/2 + (YM−1XM−1)1/2M− 2X,

where we denote {A}S := (A+A⊤)/2, for A ∈ Rn×n. This completes the proof.

B.10 Proof of Proposition 10

The Levi-Civita connection (or Levi-Civita derivative) of a vector field on a
manifold M is the unique covariant derivative that satisfies (1) torsion-free
property, i.e., ∇ξη −∇ηξ = Dξη −Dηξ = [ξ, η] and (2) metric compatibility, i.e.,
∇ξ⟨η, ξ⟩M = ⟨∇ξη, ζ⟩M + ⟨η,∇ξζ⟩M, for any vector fields ξ, η, ζ.
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Proof (Proof of Proposition 10). The Levi-Civita connection is derived by applying
[33, MD.3]. For any vector fields ξ, η, ζ on Mgbw, it satisfies for any X ∈ Mgbw,

⟨∇ξη,LX,M[ζ]⟩2

= ⟨Dξη,LX,M[ζ]⟩2 +
1

2
⟨η,DξLX,M[ζ]⟩2 +

1

2
⟨ξ,DηLX,M[ζ]⟩2 −

1

2
⟨ξ,DζLX,M[η]⟩

= ⟨Dξη,LX,M[ζ]⟩2 +
1

2
⟨ξ,LX,M [ζLX,M[η]M+MLX,M[η]ζ]⟩2

− 1

2
⟨η,LX,M [ξLX,M[ζ]M+MLX,M[ζ]ξ]⟩2

− 1

2
⟨ξ,LX,M [ηLX,M[ζ]M+MLX,M[ζ]η]⟩2. (13)

The second term of (13) is rewritten as

1

2
⟨ξ,LX,M [ζLX,M[η]M+MLX,M[η]ζ]⟩2

=
1

2
⟨LX,M[η]MLX,M[ξ] + LX,M[ξ]MLX,M[η], ζ⟩2

= ⟨{LX,M[η]MLX,M[ξ]}S, ζ⟩2
= ⟨LX,M[X{LX,M[η]MLX,M[ξ]}SM+M{LX,M[η]MLX,M[ξ]}SX], ζ⟩2
= ⟨X{LX,M[η]MLX,M[ξ]}SM+M{LX,M[η]MLX,M[ξ]}SX,LX,M[ζ]⟩2
= ⟨{XLX,M[η]MLX,M[ξ]M+XLX,M[ξ]MLX,M[η]M}S,LX,M[ζ]⟩2. (14)

Similarly,

1

2
⟨η,LX,M [ξLX,M[ζ]M+MLX,M[ζ]ξ]⟩2 = ⟨{MLX,M[η]ξ}S,LX,M[ζ]⟩2 (15)

1

2
⟨ξ,LX,M [ηLX,M[ζ]M+MLX,M[ζ]η]⟩2 = ⟨{MLX,M[ξ]η}S,LX,M[ζ]⟩2. (16)

Applying the results in (14), (15), and (16) in (13), the proof is complete.

B.11 Proof of Proposition 11

We first provide the formal definition of sectional curvature. The curvature ten-
sor R is defined for any X,Y, Z ∈ X(M), R(X,Y )Z := ∇X∇Y Z −∇Y ∇XZ −
∇[X,Y ]Z, where [X,Y ] = XY −Y X is the Lie bracket and ∇ is the Levi-Civita con-
nection. At point p, Rp defines a (1, 3)-tensor on TpM with Rp(X(p), Y (p))Z(p) ∈
TpM, where X(p), Y (p), Z(p) ∈ TpM are the vector fields evaluated at p ∈ M.
The sectional curvature is the scalar curvature of a 2-dimensional subspace of
TpM, given by

K(u, v) =
g(Rp(u, v)v, u)

g(u, u)g(v, v)− (g(u, v))2
(17)

for u, v ∈ TpM as two linearly independent tangent vectors that span the
subspace.
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Before deriving the sectional curvature, we require the following theorem from
Riemannian submersion.

We now derive the sectional curvature of Mgbw based on the following theorem
from Riemannian submersion [6,44].

Theorem 3. Let π : (M̃, g̃) −→ (M, g) be a Riemannian submersion and
consider X,Y as smooth vector fields on M. The horizontal lift X̃, Ỹ are
unique vector fields on M̃ such that X̃(p), Ỹ (p) ∈ Hp and Dπ(p)[X̃(p)] =

X(π(p)),Dπ(p)[Ỹ (p)] = Y (π(p)) for all p ∈ M̃. Then, the sectional curvature is

K(X,Y ) = K̃(X̃, Ỹ ) +
3

4

∥[X̃, Ỹ ]V∥2

Q(X̃, Ỹ )
,

where Q(X̃, Ỹ ) = g̃(X̃, X̃)g̃(Ỹ , Ỹ )− (g̃(X̃, Ỹ ))2. ZV is the vertical component of
a vector field and K̃ is the sectional curvature of (M̃, g̃).

Directly from Theorem 3 above, we see that the sectional curvature of Mgbw

is non-negative, given that Mgl endowed with the flat Euclidean metric has zero
curvature. Before we derive the sectional curvature, we need the following lemma
to show projection to the horizontal/vertical space on TPMgl.

Lemma 3. Any U ∈ TPMgl can be projected onto the vertical and horizontal
spaces defined in Proposition 3, i.e., U = UV +UH, where

UH = M1/2LM,M1/2PP⊤M1/2 [M1/2(UP⊤ +PU⊤)M1/2]M1/2P,

UV = M−1/2LM−1,(M1/2PP⊤M1/2)−1 [M−1/2(UP−1 −P−⊤U⊤)M−1/2]M−1/2P−⊤.

Proof. Based on Proposition 3, for U ∈ TPMgl, it can be decomposed as
U = UV +UH = M−1/2KM−1/2P−⊤ +M1/2SM1/2P, for K skew-symmetric
and S symmetric. From the decomposition, U⊤ = −P−1M−1/2KM−1/2 +
P⊤M1/2SM1/2. Thus, we have

M1/2(UP⊤ +PU⊤)M1/2 = MSM1/2PP⊤M1/2 +M1/2PP⊤M1/2SM.

Hence, S = LM,M1/2PP⊤M1/2 [M1/2(UP⊤ +PU⊤)M1/2]. Similarly, we also have

M−1/2(UP−1 −P−⊤U⊤)M−1/2

= M−1KM−1/2P−⊤P−1M−1/2 +M−1/2P−⊤P−1M−1/2KM−1

Thus, K = LM−1,(M1/2PP⊤M1/2)−1 [M−1/2(UP−1 − P−⊤U⊤)M−1/2], which is
clearly skew-symmetric given that UP−1 −P−⊤U⊤ is skew-symmetric.

Finally, we proceed to prove the main proposition.

Proof (Proof of Proposition 11). We denote SU := LM,π(P)[U(π(P))] and simi-
larly for SV . Hence we see Ũ , Ṽ are the horizontal lift according to the definition.
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To start, it is clear Ũ(P) ∈ HP according to the definition of the horizontal
space in Proposition 3. Also, we have

Dπ(P)[Ũ(P)]

= MLM,π(P)[U(π(P))]M1/2PP⊤M1/2 +M1/2PP⊤M1/2LM,π(P)[U(π(P))]M

= U(π(P)), ∀P ∈ Mgl.

This suggests Ũ ∈ X(Mgl) is indeed a horizontal lift of U ∈ X(Mgbw). Next
we compute the sectional curvature following Theorem 3.

First, we derive an expression for the Lie bracket. For any two horizontal
tangent vectors Ũ(P), Ṽ (P), they can be written as Ũ(P) = M1/2SUM

1/2P and
Ṽ (P) = M1/2SV M

1/2P, for arbitrary symmetric matrices SU ,SV . Therefore,

[Ũ , Ṽ ](P)

= DṼ (P)[Ũ(P)]−DŨ(P)[Ṽ (P)]

= M1/2DSV [Ũ(P)]M1/2P+M1/2SV M
1/2Ũ(P)−M1/2DSU [Ṽ (P)]M1/2P

−M1/2SUM
1/2Ṽ (P).

From Lemma 3, to project the result onto the vertical space, we need to first
evaluate

M−1/2
(
([Ũ , Ṽ ](P))P−1 −P−⊤([Ũ , Ṽ ](P))⊤

)
M−1/2

=DSV [Ũ(P)] + SV MSU −DSU [Ṽ (P)]− SUMSV −DSV [Ũ(P)]− SUMSV

+DSV [Ũ(P)] + SV MSU

=2(SV MSU − SUMSV ),

and the vertical projection is

([Ũ , Ṽ ](P))V = M−1/2LM−1,π(P)−1 [2SV MSU − 2SUMSV ]M
−1/2P−⊤.

To study the trace norm of the vertical projection, we denote

L := LM−1,π(P)−1 [2SV MSU − 2SUMSV ].

Then, from the definition of generalized Lyapunov operator,

P⊤M−1/2LM−1/2P−⊤ +P−1M−1/2LM−1/2P

= 2P⊤M1/2(SV MSU − SUMSV )M
1/2P

= 2Ṽ (P)⊤Ũ(P)− 2Ũ(P)⊤Ṽ (P).

Now, consider the singular value decomposition of P = UΣV⊤ with the singular
values sorted decreasingly. Denote C := V⊤(Ṽ (P)⊤Ũ(P)− Ũ(P)⊤Ṽ (P))V. This
yields

2C = ΣU⊤M−1/2LM−1/2UΣ−1 +Σ−1U⊤M−1/2LM−1/2UΣ. (18)
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Denote L̃ := U⊤M−1/2LM−1/2U. Result (18) indicates (σiσ
−1
j + σ−1

i σj)L̃ij =

2Cij . Hence, M−1/2LM−1/2 = UL̃U⊤ and

∥([Ũ , Ṽ ](P))V∥22 = ∥UL̃U⊤P−⊤∥22 = ∥UL̃Σ−1V⊤∥22
= ∥L̃Σ−1∥22

=
∑
i,j

4C2
ij

σ2
j (σiσ

−1
j + σ−1

i σj)2
.

Based on Theorem 3, the proof is complete by noticing Mgl has zero curvature
and choosing orthonormal tangent vectors Ũ(P), Ṽ (P) without loss of generality.

B.12 Proof of Proposition 12

We now compute the bounds for the sectional curvature following [42]. We need
the following lemma, which bounds the skew operation of matrix product.

Lemma 4 (Lemma 2 in [42]). For arbitrary matrices A,B ∈ Rn×n with
∥A∥2 = ∥B∥2 = 1, we have ∥A⊤B−B⊤A∥22 ≤ 2.

Proof (Proof of Proposition 12). It is clear when C = 0, the sectional curvature
is zero, which happens when for example, SU = M−1,SV = S for arbitrary
symmetric S. This holds even when Ũ(P), Ṽ (P) are not orthonormal.

Also, we have

K(U(π(P)), V (π(P)))

=
∑
i,j

3C2
ij

σ2
j (σiσ

−1
j + σ−1

i σj)2
=

∑
i,j

3σ2
iC

2
ij

(σ2
i + σ2

j )
2
=

3
∑

i>j(σ
2
i + σ2

j )C
2
ij

(σ2
i + σ2

j )
2

=
∑
i>j

3C2
ij

σ2
i + σ2

j

≤ 3

2(σ2
n + σ2

n−1)
∥C∥22 ≤ 3

σ2
n + σ2

n−1

,

where we notice C is skew-symmetric and apply Lemma 4. To verify the choice
of Ũ(P), Ṽ (P) that achieves the maximum curvature, we first see

tr(Ũ(P)⊤Ṽ (P)) =
tr(Σ−2(E{n−1,n−1} −E{n,n})E{n,n−1})

2(σ−2
n + σ−2

n−1)

=
tr(Σ−2(en−1e

⊤
n − ene

⊤
n−1))

σ−2
n + σ−2

n−1

= 0,

tr(Ũ(P)⊤Ũ(P)) = tr(Ṽ (P)⊤Ṽ (P)) =
tr(Σ−2(ene

⊤
n + en−1e

⊤
n−1))

σ−2
n + σ−2

n−1

= 1,

which shows Ũ(P), Ṽ (P) are orthonormal.
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Also, we have

C = V⊤(Ṽ (P)⊤Ũ(P)− Ũ(P)⊤Ṽ (P))V

=
E{n,n−1}Σ

−2(E{n−1,n−1} −E{n,n})− (E{n−1,n−1} −E{n,n})Σ
−2E{n,n−1}

2(σ−2
n + σ−2

n−1)

= ene
⊤
n−1 − en−1e

⊤
n .

This leads to the maximum sectional curvature as
∑

i>j

3C2
ij

σ2
i+σ2

j
= 3

σ2
n+σ2

n−1
.

B.13 Proof of Proposition 15

Proof (Proof of Proposition 15). From the expression of GBW geodesic, we have

γ(t) = (1− t)2X+ t2Y + t(1− t)
(
(YM−1XM−1)1/2M+M(M−1XM−1Y)1/2

)
=(1− t)2X+ t2Y + t(1− t)

(
Y1/2(Y1/2M−1XM−1Y1/2)1/2Y−1/2M

+MY−1/2(Y1/2M−1XM−1Y1/2)1/2Y1/2
)

=MY−1/2
(
(1− t)2(Y1/2M−1XM−1Y1/2) + t2(Y1/2M−1YM−1Y1/2)

+ t(1− t)Y1/2M−1Y1/2(Y1/2M−1XM−1Y1/2)1/2

+ t(1− t)(Y1/2M−1XM−1Y1/2)1/2Y1/2M−1Y1/2
)
Y−1/2M

=MY−1/2
(
(1− t)(Y1/2M−1XM−1Y1/2)1/2 + t(Y1/2M−1Y1/2)

)2

Y−1/2M

⪯MY−1/2
(
(1− t)(Y1/2M−1XM−1Y1/2) + t(Y1/2M−1YM−1Y1/2)

)
Y−1/2M

=(1− t)X+ tY,

where the second equality follows from the property of geometric mean (AB)1/2 =
A(A−1B)1/2 = A1/2(A1/2BA1/2)1/2A−1/2.

B.14 Proof of Theorem 4

Proof (Proof of Theorem 4). First we see

F (A) =

N∑
l=1

wltr(M
−1Xl) +

N∑
l=1

wltr
(
M−1A− 2(X

1/2
l M−1AM−1X

1/2
l )1/2

)
.

Thus to show strict convexity of F (A), we only need to show

S(A) = tr(X
1/2
l M−1AM−1X

1/2
l )1/2

is strictly concave. This is true because tr(X)1/2 is strictly concave. See proof in
[8,5].
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By first-order stationarity, we need to find the derivative of F (A). First we
write S(A) = tr((h◦ϕ)(A)), where h(A) = A1/2 and ϕ(A) = X

1/2
l M−1AM−1X

1/2
l .

Recall that Dh(X)[U] = LX1/2 [U] by the derivative of the inverse function law
[41,8]. Thus by chain rule,

DS(A)[U] = tr
(
(Dh(ϕ(A)) ◦Dϕ(A))[U]

)
= tr

(
L
(X

1/2
l M−1AM−1X

1/2
l )1/2

[X
1/2
l M−1UM−1X

1/2
l ]

)
=

1

2
tr
(
M−1X

1/2
l (X

1/2
l M−1AM−1X

1/2
l )−1/2X

1/2
l M−1U

)
=

1

2
tr
(
(A−1MX−1

l M)1/2M−1XlM
−1U

)
=

1

2
tr
(
A−1#(M−1XlM

−1)U
)
,

where the second equality follows from tr(LX[U]) = 1
2 tr(X

−1LX[U]X+LX[U]) =
1
2 tr(X

−1U) and the third equality is due to (12).

Hence, DF (A)[U] =
∑

l wltr
(
M−1U −A−1#(M−1XlM

−1)U
)
. From the

first-order optimality of the convex function F (A), i.e. DF (A)[U] = 0 for all U,
the unique minimizer A(X1:N ,w) satisfies M−1 =

∑N
l=1 wl A

−1#(M−1XlM
−1),

which is equivalent to A1/2M−1A1/2 =
∑N

l=1 wl (A
1/2M−1XlM

−1A1/2)1/2.

B.15 Proof of Theorem 5

Proof (Proof of Theorem 5). First by convexity of the matrix square,

K(A) ≤ MA−1/2(

N∑
l=1

wlA
1/2M−1XlM

−1A1/2)A−1/2M ≤
N∑
l=1

Xl.

Hence, K(A) is bounded in Sn++. Also, we claim F (At+1) ≤ F (At), where
F (A) is the objective function defined in (21). To see this, first we recall from
Proposition 6, the optimal transport map between two zero-mean Gaussians is
TX−→Y = M(X−1#(M−1YM−1)) with X,Y the respective covariance matrices.
Now suppose a ∈ Rn is a random Gaussian vector with mean zero and covariance
A and define xl = TA−→Xl

a. From Proposition 6, xl is Gaussian distributed
with covariance Xl and

F (A) =

N∑
l=1

wl d
2
gbw(A,Xl) =

N∑
l=1

wl E∥a− xl∥2M−1 .
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In addition, we verify that TA−→K(A) =
∑N

l=1 wlTA−→Xl
. That is,

TA−→K(A) = M(A−1#(M−1K(A)M−1))

= M
(
A−1#

(
A−1/2

( N∑
l=1

wl (A
1/2M−1XlM

−1A1/2)1/2
)2
A−1/2

))
= M

(
A−1/2(

N∑
l=1

wl(A
1/2M−1XlM

−1A1/2)1/2)A−1/2
)

=

N∑
l=1

wl M
(
A−1/2(A1/2M−1XlM

−1A1/2)1/2A−1/2
)
=

N∑
l=1

wlTA−→Xl
.

Denote x̄ :=
∑N

l=1 wlxl. Then

d2gbw(A,K(A)) = E∥a−TA−→K(A) a∥2M−1 = E∥a−
N∑
l=1

wlxl∥2M−1 = E∥a−x̄∥2M−1 .

Notice x̄ = TA−→K(A) a is also a zero-mean Gaussian random vector with
covariance K(A). It follows that d2gbw(K(A),Xl) ≤ E∥x̄− xl∥2M−1 . Next recall
the variance formula for Euclidean random vector, i.e. Var(y) = E∥y − E[y]∥2 =
E∥y∥2−∥E[y]∥2 = E∥x−y∥2−∥x−E[y]∥2, for arbitrary x. The analogue under
Mahalanobis distance and finite average also holds, i.e.,

∑N
l=1 wl∥xl − x̄∥2M−1 =∑N

l=1 wl∥a− xl∥2M−1 − ∥a− x̄∥2M−1 . Finally, based on these results, we have

F (K(A)) =

N∑
l=1

wl d
2
gbw(K(A),Xl) ≤

N∑
l=1

wl E∥x̄− xl∥2M−1

=

N∑
l=1

wl E∥a− xl∥2M−1 − E∥a− x̄∥2M−1

≤ F (A)− d2gbw(A,K(A)).

This suggests F (K(A)) ≤ F (A) and hence together with the boundedness of
K(A), the sequence At converges. In the limit, we shall observe F (K(At)) =
F (At) when t −→ ∞ and thus d2(A,K(A)) = 0. From the definition of K(A)
and the optimality condition, we conclude the limit point is A(X1:N ,w).

C Additional results and proofs for Section 3.2

C.1 Geodesic convexity

Geodesic convexity is a generalization of standard convexity in the Euclidean
space. It plays a crucial role in Riemannian optimization problems, where for
geodesic convex problems, the convergence rates have been shown to be superior
in many cases [52,57]. Consequently, geodesic convexity has been exploited to
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develop better algorithms for machine learning applications such as Gaussian
mixture models [26] and metric learning [56]. Below, we show some interesting
classes of objective functions for SPD matrices that are geodesic convex under
the GBW geometry.

A geodesic convex set X ⊆ M requires, for any x, y ∈ X , the distance
minimizing geodesic γ connecting the two points lie entirely in the set. A function
f : X −→ R is called geodesic convex if, for any x, y ∈ X , it satisfies that, for all
t ∈ [0, 1], f(γ(t)) ≤ (1− t)f(x) + tf(y).

Proposition 14. Suppose A ∈ Sn+, the set of n × n semi-definite matrices,
and let λ↓ : Sn++ −→ Rn

+ be the eigenvalue map that is decreasingly sorted and
h : R+ −→ R be a monotonically increasing and convex function. Then, the
following functions f1(X) = tr(XA), f2(X) = tr(XAX), f3(X) = − log det(X),
f4(X) =

∑k
j=1 h(λ

↓
j (X)), k ∈ [1, n], are geodesic convex under the GBW geometry

for any choice of M.

C.2 Proof of Proposition 5

Given a function f : M −→ R, the Riemannian gradient at x ∈ M, denoted
by gradf(x), is the unique tangent vector satisfying ⟨gradf(x), u⟩x = Duf(x),
for any u ∈ TxM. Duf(x) is the directional derivative. Riemannian Hessian
at x, Hessf(x) : TxM −→ TxM is defined as the Levi-Civita derivative of the
Riemannian gradient, i.e., ∇gradf(x).

Proof (Proof of Proposition 5). For the Riemannian gradient, we require

tr(∇f(X)V) =
1

2
tr(LX,M[gradf(X)]V)

for any V ∈ TXMgbw. Thus, we have gradf(X) = L−1
X,M[2∇f(X)] = 2X∇f(X)M+

2M∇f(X)X.
For the Riemannian Hessian, we have for any U ∈ TXM

Hessf(X)[U] = ∇Ugradf(X)

=DUgradf(X)− {MLX,M[gradf(X)]U}S − {MLX,M[U]gradf(X)}S
+ {XLX,M[gradf(X)]MLX,M[U]M+XLX,M[U]MLX,M[gradf(X)]M}S

=DUgradf(X) + {4X{∇f(X)MLX,M[U]}SM}S − {2M∇f(X)U}S
− {MLX,M[U]gradf(X)}S, (19)

where we use LX,M[XUM+MUX] = U. Now we compute DUgradf(X), which
is

DUgradf(X) = 2DU(X∇f(X)M+M∇f(X)X)

= 2U∇f(X)M+ 2X∇2f(X)[U]M+ 2M∇2f(X)[U]X+ 2M∇f(X)U

= 4{M∇f(X)U}S + 4{M∇2f(X)[U]X}S. (20)

Combining (20) with (19) completes the proof.
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C.3 Proof of Proposition 14

Proof (Proof of Proposition 14). To prove geodesic convexity for f1, f2, we require
a second-order characterization of geodesic convexity. That is, a twice continuously
differentiable function f is geodesic convex if d2f(γ(t))

dt2 ≥ 0 for all t ∈ [0, 1]. Now
recall from Proposition 8 and the simplification in (8), the geodesic for GBW
shares the same form as BW except for the value of polar factor U. Nevertheless,
the non-negativity of second-order derivatives does not depend on the choice of
U according to the proof of Proposition 1 in [21]. Hence, we can follow the exact
proof to show f1 and f2 are geodesic convex on the GBW geometry.

For f3, we have

log det(γ(t)) = 2 log det((1− t)X1/2 + tY1/2U)

= 2 log det(((1− t)M+ tY1/2UX−1/2M)M−1X1/2)

≥ 2(1− t) log det(M) + 2t log det(Y1/2UX−1/2M) + 2 log det(M−1)

+ 2 log det(X1/2)

= 2t log det(Y1/2)− 2t log det(X1/2) + 2 log det(X1/2)

= (1− t) log det(X) + t log det(Y),

where the inequality is due to the concavity of log-det on SPD matrices and from
Lemma 2, we see Y1/2UX−1/2M ⪰ 0.

Finally for f4, the geodesic convexity simply follows from the result of X⋆tY ⪯
(1− t)X+ tY in Proposition 15 and Theorem 2.3 in [52].

D Additional developments on the GBW geometry

D.1 Results on geometric interpolation and barycenter

The geometric mean between symmetric positive definite matrices X and Y under
the GBW geometry is the mid-point γ(1/2) on the geodesic γ that connects X to
Y. Following the notation in [8], we denote the interpolation of the generalized
BW geodesic as X ⋆t Y := γ(t) derived in Proposition 8. We show an operator
inequality between the interpolation on GBW and convex combination on the
Euclidean space.

Proposition 15. (Operator inequality) For any X,Y ∈ Sn++, we have X ⋆t Y ⪯
(1− t)X+ tY, for t ∈ [0, 1], where ⪯ denotes the Löwner partial order.

An immediate result from this proposition is that log det(X⋆tY) ≤ log det((1−
t)X+ tY). This has implication in the application of Diffusion Tensor Imaging,
where the larger determinant of interpolation of SPD matrices indicates the larger
diffusion, known as the swelling effect, which is physically undesirable [4,46].
Because log det is geodesic concave on Mgbw (Proposition 14), the swelling effect
still exists (unlike the affine-invariant or the log-Euclidean geometry), but the
level of adverse effect is smaller compared to Euclidean metric.
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Given a set of SPD matrices {Xl}Nl=1, the barycenter (or Riemannian center
of mass) learning problem is

min
A∈Sn++

F (A) :=

N∑
l=1

wld
2
gbw(Xl,A), (21)

with
∑N

l=1 wl = 1. This is an extension of the Wasserstein barycenter of Gaussian
measures [2,8]. Denote the minimizer as A(X1:N ,w) := argminA∈Sn++

F (A). We
can show, from matrix theory, that the minimizer is unique and is the solution
to a specific nonlinear matrix equation. This generalizes the results in [8].

Theorem 4 (Generalization of the result from [8]). The function F (A) is
strictly (Euclidean) convex in the convex cone of Sn++, which admits a unique
GBW barycenter A(X1:N ,w). The barycenter is the solution to the equation
A1/2M−1A1/2 =

∑N
l=1 wl (A

1/2M−1XlM
−1A1/2)1/2.

Next, we show how to compute the barycenter by a fixed point iteration
similar in [8,3]. Let

K(A) := MA−1/2
( N∑

l=1

wl (A
1/2M−1XlM

−1A1/2)1/2
)2
A−1/2M,

and perform the iteration update by At+1 = K(At). We can show this update
converges to A(X1:N ,w), formalized in the following Theorem.

Theorem 5. Initialize A0 ∈ Sn++ randomly and consider the update At+1 =
K(At). Then limt−→∞ At = A(X1:N ,w).

D.2 Robust GBW distance

In this section, we show that the connection of the GBW distance with a class of
projection robust Wasserstein distances between zero-centered Gaussians. This
may be of independent interest.

Robust Wasserstein distances [45,28] may help mitigate the sample complexity
of Wasserstein distances, which may grow exponentially in dimension [16,17,55].
Given two n-dimensional measures µ, ν, the projection robust Wasserstein dis-
tance [45,28] is computed as follows:

Pd(µ, ν) = sup
W:W⊤W=I

inf
γ∼Γ (µ,ν)

∫
∥W⊤(x− y)∥2dγ(x,y),

where W ∈ Rn×d (d ≤ n) is a projection matrix which is learned over the given
samples. When µ and ν are zero-centered Gaussians with covariance matrices X
and Y, respectively, this reduces to

Pd(µ = N (0,X), ν = N (0,Y)) = (22)

sup
W:W⊤W=I

tr(WW⊤X) + tr(WW⊤Y)− 2tr(X1/2WW⊤YWW⊤X1/2)1/2



32 Andi Han, Bamdev Mishra, Pratik Jawanpuria, and Junbin Gao

based on Proposition 2. If W∗ is an optimal solution of (22), we also have
the following equivalence: Pd(µ = N (0,X), ν = N (0,Y)) = d2gbw(X,Y) for
M−1 = W∗(W∗)⊤. Hence, for a specific choice of M−1, the GBW distance may
be interepreted as a projection robust Wasserstein distance between zero-centered
Gaussians.

Based on the above discussion, we now define a class of robust Wasserstein
distances drgbw for M−1 ≻ 0 as

d2rgbw(X,Y) = max
M−1∈C

d2gbw(X,Y) = max
S∈C

tr(SX) + tr(SY)− 2tr(X1/2SYSX1/2)1/2

(23)

for a closed convex set C ⊆ Sn++. We emphasize the maximization of S over the
set C. Below we show that (23) is a distance metric.

Proposition 16. The robust GBW distance (23) in the set C ⊆ Sn++ is a distance
metric.

Proof (Proof of Proposition 16). From (23), we see d2rgbw(X,Y) ≥ 0 and is clearly
symmetric. The triangle inequality also easily follows as shown below. Let

S∗ = argmax
S∈C

d2gbw(X,Y). (24)

Therefore, from (24), we have

drgbw(X,Y) = dgbw(X,Y) for S∗

≤ dgbw(X,Z) + dgbw(Z,Y) for S∗ as GBW is a distance
≤ (max

S1∈C
dgbw(X,Z) for S1) + (max

S2∈C
dgbw(Z,Y) for S2)

= drgbw(X,Z) + drgbw(Z,Y),

where X, Y, and Z are SPD matrices. Finally, the identity of indiscernibles
property is satisfied as the robust GBW distance is based on the GBW distance
(which itself satisfies the property). This completes the proof.

D.3 GBW geometry and metric learning

The problem of metric learning amounts to learning a suitable Mahalanobis
(symmetric positive, and possibly, semi-definite) matrix from pairs of similarity
and dissimilarity information, e.g., in a classification task [56,22,20,24,30,31].

A particular formulation of interest is based on the objective function proposed
in [22]. Specifically, given a set of data-target pairs {Xi, ti},Xi ∈ Sn++ and ti
categorical, we define the class adjacency matrix Aij = 1 if sample i, j are from
the same class (i.e., ti = tj) and Aij = −1 otherwise. To this end, the objective
function is given as

min
S⪰0

N∑
i,j

log(1 + exp(Aij(tr(SXi) + tr(SXj)− 2tr(X
1/2
i SXjSX

1/2
i )1/2))). (25)
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It should be emphasized that the objective function in (25) is formulated by
directly making use of the BW distance in the objective function of [22]. However,
from the definition of the GBW distance (4) between Xi and Xj and by taking
M−1 = S, we observe that the problem (25) may be equivalently rewritten as

min
S⪰0

N∑
i,j

log(1 + exp(Aijd
2
gbw(Xi,Xj))).

This suggests that the GBW geometry naturally captures the metric learning
properties of the space. Note that S can be arbitrary semi-definite matrix and
one usually parameterizes S = WW⊤, where W is a matrix of size n×d. Similar
to Section E, we usually consider d≪ n for practical considerations.

E Additional experiments on geometry-aware principal
component analysis (PCA)

In this section, we explore the connection of the GBW distance and geometry-
aware principal component analysis.

Problem formulation: Geometry-aware principal component analysis (PCA)
for SPD matrices extends the classical PCA to manifolds by maximizing the
deviation from the reduced SPD matrices to the reduced barycenter [25,24,31].
Using the BW distance, the PCA objective is formulated naturally as the GBW
distance between matrices, where M−1 is parameterized as WW⊤ with W ∈
Rn×d. Note that M−1 is low rank, therefore, does not strictly fall under the
generalized metric. Nevertheless, we can make use of the GBW distance expression
and substitute low-rank paramterized M−1.

Consequently, the objective function is

max
M−1=WW⊤:W⊤W=I

N∑
i=1

d2gbw(Xi, X̄) = max
W:W⊤W=I

N∑
i=1

d2bw(W
⊤XiW,W⊤X̄W)

for samples Xi ∈ Sn++, i = 1, . . . , N , where X̄ = argmin
∑N

i=1 d
2
bw(Xi,C) is the

barycenter in the original space. The constraint of column orthonormality on
W, i.e., W⊤W = I, ensures that W projects the covariance matrices onto a
d-dimensional space. In many practical scenarios, d is often chosen to be much
less than n, i.e., d≪ n.

Tasks: For the application of geometry-aware PCA, we consider two vision
tasks, i.e., image set classification and video-based face recognition. Following the
pre-processing steps in [24,31], we treat each vectorized image (or video frame)
as a sample in the set and compute the sample covariance to represent the entire
image set (or a video). The task is to classify each image set or video represented
by a covariance SPD matrix.
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Table 3. Summary statistics for MNIST, ETH, YTC datasets

SPD samples SPD Dim # Class

MNIST 835 100 10

ETH 80 100 8

YTC 194 100 9

Table 4. Geometry-aware PCA average classification accuracy (%). GBW allows lower
dimensional projection with accuracy comparable to that in the original dimension.

AI LE BW
GBW

d = 5 d = 10 d = 30 d = 50 d = 70 d = 90

MNIST 100 100 100 99.33 100 100 100 100 100

ETH 76.25 84.50 87.75 80.75 84.75 86.75 88.00 87.75 87.75

YTC 74.70 79.00 76.40 60.60 72.40 76.50 76.00 76.30 76.40

Datasets: Three real-world datasets are considered, including the MNIST hand-
written digits (MNIST) [34], ETH-80 object (ETH) [37], and YouTube Celebrities
(YTC) [32] datasets. To process MNIST dataset, we use 42 000 training samples,
and, for each class, we partition the samples into subgroups randomly, each
containing 50 images. Then for each subgroup, the covariance matrix is computed.
ETH dataset contains image sets of 8 objects, each with 10 subclasses. The 80
subgroups are processed accordingly. YTC is a collection of low-resolution videos
of celebrities. Due to the sparsity of the dataset, we only consider 9 persons
with video number greater than 15. All images or video frames are resized to
10× 10 and the SPD matrix generated as the covariance is of size 100× 100. The
statistics of all the considered datasets are in Table 3.

Experimental setup: As discussed in the above problem formulation, our aim
is to find the transformation matrix W ∈ Rn×d. To validate the effectiveness of
dimensionality reduction under the GBW geometry, we perform nearest neighbour
classification on the reduced data matrix W⊤XiW, i = 1, . . . , N . The reduced
dimension d is a hyperparameter, and we, therefore, present classification accuracy
with d = {5, 10, 30, 50, 70, 90}. Given that the sample size may be small for some
classes, for each class, we take 50% as the training set and the rest as the test
set. Such a random splitting is repeated ten times and we report the average
accuracy in Table 4, where we also report results with the affine-invariant (AI)
and Log-Euclidean (LE) [4] distances as benchmarks. We use the Riemannian
trust region method to solve the maximization problem in Section E.

Results: In Table 4, we observe that the classification performance under
various choices of d for the GBW distance does not largely degrade, which
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suggests the global properties of SPD samples can be well-preserved even with
a lower-dimensional representation. This also suggests that GBW is a better
modeling approach than BW for the geometric PCA problem.
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