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Abstract. The recognition of information in floor plan data requires
the use of detection and segmentation models. However, relying on sev-
eral single-task models can result in ineffective utilization of relevant
information when there are multiple tasks present simultaneously. To
address this challenge, we introduce MuraNet, an attention-based multi-
task model for segmentation and detection tasks in floor plan data. In
MuraNet, we adopt a unified encoder called MURA as the backbone with
two separated branches: an enhanced segmentation decoder branch and
a decoupled detection head branch based on YOLOX, for segmentation
and detection tasks respectively. The architecture of MuraNet is designed
to leverage the fact that walls, doors, and windows usually constitute the
primary structure of a floor plan’s architecture. By jointly training the
model on both detection and segmentation tasks, we believe MuraNet can
effectively extract and utilize relevant features for both tasks. Our exper-
iments on the CubiCasa5k public dataset show that MuraNet improves
convergence speed during training compared to single-task models like
U-Net and YOLOv3. Moreover, we observe improvements in the average
AP and IoU in detection and segmentation tasks, respectively. Our abla-
tion experiments demonstrate that the attention-based unified backbone
of MuraNet achieves better feature extraction in floor plan recognition
tasks, and the use of decoupled multi-head branches for different tasks
further improves model performance. We believe that our proposed Mu-
raNet model can address the disadvantages of single-task models and
improve the accuracy and efficiency of floor plan data recognition.

Keywords: Floor plan · Unified backbone · Attention mechanism ·
Multi-head branches · Multi-task recognition

1 Introduction

Architectural floor plan data are standardized data that are used to make the
design, construction, and other related work convenient. There are stringent
requirements for the recognition accuracy of objects with different design com-
ponents when automatically identifying design drawing data, to reduce errors
between different works around the same floor plan data. There are several fac-
tors that makes the floor plan recognition difficult such as: (1) Special data
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characteristics: These data are composed of simple lines; thus, few features ex-
ist in aspects such as texture and color, and most features focus on the shape,
structure, and relationships among different parts. (2) Complex semantic rela-
tionships exist between different objects. (3) Approaches such as detection and
segmentation tasks usually work best for subsets of objects differently.

By looking into the literatures, classical convolutional neural network (CNN)
models have primarily been used for different visual tasks on floor plan datasets.
For example, the fully convolutional network (FCN), U-Net [11], HRNet [26],
DeepLab [27], and Mask R-CNN [28] have been applied for mainframe and lay-
out parsing, whereas YOLO and Faster R-CNN [29] have been used for com-
ponent detection. However, these models do not consider the characteristics of
floor plan data, including few low-level features and strong correlations among
different objects at a high level. In recent years, attention mechanisms have been
applied to vision tasks. Several state-of-the-art models have achieved success on
many well-known public vision datasets, such as DETR [24], ViT [8], and the
Swin Transformer [25]. Attention mechanisms can focus on the relationships
among the data and improve model accuracy, which is beneficial for the com-
plex relationships between different object types and recognition tasks in floor
plan data. Because of the high-level features of floor plan data, a strong corre-
lation exists between the different components, which makes it possible to use
attention mechanisms in recognition tasks on floor plan data.

(1) (2)

(3) (4)

Fig. 1. Visualization results of a. MuraNet and b. U-Net + YOLOv3. (1) visualizes the
MuraNet segmentation results, (2) visualizes the segmentation results with U-Net(D5),
(3) visualizes the MuraNet detection results, (4) visualizes the detection results with
YOLOv3. We can see that the segmentation results of MuraNet have fewer misidentifi-
cations and are more accurate than those of U-Net(D5). MuraNet is able to accurately
and completely detect each door and window, but YOLOv3 misses two doors.



In this study, we propose MuraNet, which is an attention-based multi-task
model for segmentation and detection tasks in floor plan analysis. We adopt a
unified encoder with the MURA module as the backbone. The improved segmen-
tation decoder branch and decoupled detection head branch from YOLOX [14]
are used for the segmentation and detection tasks, respectively.

Our contributions are twofold. First, our proposed MuraNet jointly considers
the wall pixel-level segmentation and doors and windows vector-level detection at
the same time. Second, we add attention mechanism for the model to leverage
the correlations between walls, doors and windows to enhance the accuracy.
Because walls, doors, and windows usually jointly constitute the main frame of
a floor plan’s architecture, we believe the joint training will provide advantages.
The performance of our model is excellent in terms of experimental values and
intuitive visualization, as illustrated in Fig. 1.

This article is structured as follows: First, we introduce classical models for
the recognition task and their applications to floor plans in the related work
section. We also analyze the feasibility of applying the attention mechanism
and explain its function and principle in this context. Next, in the methods
section, we provide a detailed description of the MuraNet model architecture,
including the attention module, the unified backbone, and multi-head branches.
Then, in the experimental section, we present comparative experiments with
classical models and conduct ablation experiments for the attention module and
decoupled branch. Finally, we conclude by summarizing the contributions of
this work and proposing future research directions while also acknowledging the
current limitations.

2 Related Works

2.1 Recognition Tasks

In recognition tasks, traditional CNN models are widely used and stable. Differ-
ent models are often applied to different recognition tasks in floor plans: scene
segmentation models are applied to mainframe and layout parsing, object de-
tection models are applied to component detection and recognition, and other
models are used for specific tasks. For example, the graph convolutional network
model [23] has been used for the analysis of vector data such as CAD and PDF,
whereas generative adversarial network models have been used to analyze the
main structure of drawings in a data-generated manner.

Detection Models. Many graphic symbols, such as doors, sliding doors, kitchen
stoves, bathtubs, sinks, and toilets, need to be recognized in floor plans. Faster
R-CNN includes an end-to-end model, and region proposal-based CNN architec-
tures for object detection are often used to identify the parts and components
in floor plans [1,3]. The YOLO model, which is a fast one-stage convolutional
method that automatically detects structural components from scanned CAD
drawings, was proposed in [21]. Several improved versions of the YOLO model,
such as YOLOv2, have also been applied extensively [22].



Segmentation Models. FCNs have exhibited effective performance in segmen-
tation tasks in the early stages [1]. U-Net [11] and the variants of U-Net have
been designed based on this concept and have been proven to be outstanding
in image segmentation tasks. Mask R-CNN is an instance segmentation model
that is used to detect building and spatial elements [4].

In some works, they use separate detection and segmentation models to iden-
tify different objects. In some multi-task works [5], they use same backbone such
as VGG-16 for feature extraction, a decoder such as U-Net [11] for segmentation,
and a detector such as SSD for detection to achieve detection and segmentation
tasks simultaneously. But recognition tasks are not independent of one another,
and a relationship exists among recognition targets because they constitute a
complete floor plan. In some multi-task works [7,18], the outputs of these mod-
els mentioned are pixel-level segmentation maps, but the outputs of our model
are pixel-level segmentation maps and vector-level detection coordinates. None
of these studies considered the interrelationships among different recognition
targets.

2.2 Attention Networks

Attention mechanisms enable a network to focus on important parts adaptively.
Recent models with attention mechanisms have exhibited high performance in
image classification and dense prediction tasks such as object detection and
semantic segmentation—for example, DETR [24], ViT [8], and the Swin Trans-
former [25] based on self-attention, as well as HRNet+OCR, VAN [9], and Seg-
NeXt [10] based on convolution attention. Several state-of-the-art models have
used a similar approach on many well-known public computer vision datasets.

Self-Attention. Self-attention mechanisms are primarily concerned with the
overall relationships of all data. The self-attention mechanism first appeared in
the transformer model in the natural language processing (NLP) field and is
currently an indispensable component of NLP models. Several self-attention-
based methods perform similarly to or even better than CNN-based methods.
These models break down the boundaries between the computer vision and NLP
fields, thereby enabling the development of unified theoretical models.

Convolution Attention. Convolution attention mechanisms are primarily con-
cerned with the relationships among data that are processed by different convolu-
tion kernels. Convolution attention includes two categories: spatial attention and
channel attention. Spatial attention focuses on the mutual relationships based on
spatial information, whereas channel attention aims to select important objects
for the network adaptively. In CNN models, a large kernel convolution layer is
used to build both spatial and channel attention, which is known as a large ker-
nel attention (LKA) mechanism. Both VAN [9] and SegNeXt [10] use the LKA
mechanism, with SegNeXt being the most relevant reference for our model.



3 Our Method

3.1 Model Architecture

In this section, we describe the architecture of the proposed MuraNet in detail.
Our model consists of a backbone with attention module, segmentation decoder
and decoupled detection head. The backbone consists of 4 down-stages, and each
down-stage consists of a set of downsampling convolutions and MURA in at-
tention module. The segmentation decoder consists of 4 upsample-convolutional
layers, and the features of last three stages will be kept and processed by the top-
most convolutional layer after being aggregated. The decoupled detection head
divides branches into classification and regression, and the regression branch
divides branches into coordinate and IoU. We adopt a unified architecture, as
illustrated in Fig. 2, which incorporates an attention-based relation attention
module and uses multi-head branches for multiple tasks.

Down set

MURAS

Up stage

Up block

Conv set

Decoupled 
head

(a)  Unified backbone

Down stage

(b) Multi-head branches

Fig. 2. MuraNet architecture uses (a) a unified backbone with the attention module
as the encoder and (b) multi-head branches for multiple tasks.

Relation Attention Module. We adopt a similar structure to that of ViT [8]
and SegNeXt [10] to build our unified backbone as the encoder, but instead
of multi-branch depth-wise strip convolutions, a unified multi-scale attention
module is designed to focus on the relationships among multi-scale features.
This module is known as the multi-scale relation attention (MURA) module. As
depicted in Fig. 3, the MURA module uses a series of 3× 3 convolution kernels
instead of large-kernel depth-wise strip convolutions to avoid the sensitivity of
specific-shaped convolution kernels to the detection target shape. Although most
walls, doors, and windows are elongated in a floor plan, multi-angle directions
exist, and most frames and components, such as house types, room shapes, and
furniture, are square. The MURA module also uses skip add connections to
aggregate multi-scale features [11]. Thus, the parameters can be shared and the
associations among multi-scale features can be strengthened.
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Fig. 3. MURA architecture uses (a) a series of 3×3 convolution kernels instead of large-
kernel depth-wise strip convolutions and (b) unified skip add connections to aggregate
multi-scale features.

Unified Backbone as the Encoder. Most components of floor plan data,
such as walls, doors, and windows, are composed of simple lines, which means
that few features exist in aspects such as texture and color. Furthermore, most
features focus on the shape, structure, and relationships among different parts.
As low-level feature information is insufficient, multi-level structured models
and multi-scale feature aggregation are required to extract high-level features at
different scales. We adopt the multi-level pyramid backbone structure for our
encoder, following most previous studies [12,13]. Fig. 4 depicts a stage of the
encoder block with the MURA module. We use two residual connections in one
stage of the encoder block to avoid the vanishing gradient problem as the model
depth increases.
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Drop layer

3*3 conv(s-1|2,p-1)

Down Stage : A stage of encoder block with Down set and MURAS

1*1 conv(s-1,p-0)

MURAS

+ *3 cat

cat Concatenates

Down set

Fig. 4. Down Stage : A stage of encoder block with Down set and MURAS: two residual
connections are used in one stage of the encoder block.



We adopt a robust four-level pyramid hierarchy that contains a downsampling
block in each stage for the overall model architecture. The downsampling block
uses a two-stride 3×3 kernel convolution to decrease the spatial resolution, which
is followed by a batch normalization layer. The model architecture is illustrated
in Fig. 5. The four resolutions are H×W

4×4 , H×W
8×8 , H×W

16×16 , and
H×W
32×32 , where H×W

is the shape of the input data.
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Fig. 5. Unified encoder architecture

Multi-Head Branches. The input data are processed by a unified multi-level
pyramid encoder to generate features of four different scales. The features of
these different stages must be processed by heads that correspond to different
tasks to obtain required data. We believe that it is necessary to use different
head branches to process the corresponding tasks immediately following feature
extraction through the unified backbone, because of the significant differences in
the segmentation and detection tasks. We adopt multi-head branches for different
recognition tasks, a decoder for the segmentation task, and a detector for the
detection task.

Segmentation Decoder. It is necessary for the decoder to aggregate and process
multi-scale features in segmentation tasks. Thus, we adopted a powerful decoder
based on SegNeXt [10] and U-Net [11]. SegNeXt uses a lightweight Hamburger,
which has been proven as an effective decoder, that can process features aggre-
gated from the last three stages. Only the features of the last three stages are
aggregated because the features from stage 1 contain excessive low-level infor-
mation, which degrades the performance. The characteristics of the Hamburger
decoder are consistent with those of the floor plan data; that is, few low-level fea-
tures exist. In U-Net, the encoder–decoder structure is a symmetrical U-shape,
and the model structure and skip connections that can connect multi-scale fea-
tures have been demonstrated to be effective and stable in segmentation tasks.
As illustrated in Fig. 6, our decoder aggregates the features from the last three



stages, upsamples symmetrically with the encoder, and forms skip connections
with multi-scale features, thereby forming an encoder–decoder architecture sim-
ilar to that of U-Net.
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Fig. 6. Segmentation decoder

Detection Head. The conflict between the classification and regression tasks is a
well-known problem in object detection [15,16]. In YOLOX [14], a lite decoupled
detection head separates the classification and regression tasks for end-to-end
training, which enables fast fitting for training and improves model performance.
As illustrated in Fig. 7, for each feature stage, this head adopts a 1 × 1 conv
layer to reduce the feature channels to 256 and then adds two parallel branches,
each with two 3 × 3 conv layers, for the classification and regression tasks,
respectively. An IoU branch is added to the regression branch. This decoupled
detection head is critical in complex multi-task models.

Cls : 𝐻 ×𝑊 × 𝐶

Reg : 𝐻 ×𝑊 × 4

IoU : 𝐻 ×𝑊 × 1

3*3 conv(s-1, p-1)

1*1 conv(s-1, p-0)
Decoupled detection head

Fig. 7. Decoupled detection head



3.2 Model Training

Public Floor Plan Datasets. CVC-FP includes 122 high-resolution images
in four different drawing styles, and the image resolution of the dataset ranges
from 1098× 905 to 7383× 5671 pixels [2]. R2V [6] consists of 870 ground-truth
floor plan images of urban residences that were collected from various regions
in Japan. R3D [17] consists of 214 original images, in which most room shapes
are irregular with a nonuniform wall thickness. CubiCasa5k [7] is a large-scale
public dataset that consists of 5000 ground-truth Finnish floor plan images and
is annotated using the SVG vector graphics format. In this study, we selected
CubiCasa5k as the experimental dataset. We think the results of CubiCasa5k
is sufficient because of its rich-in-type, high-quality, and close-to-real-world-data
nature.

Multi-task Loss. Studies [18] have defined reasonable weights for the loss
function from the perspective of the number of labels for segmentation tasks.
These loss weights represent the distribution of different target categories in the
overall dataset, which can stabilize the loss value during training and enable the
model to perform normal iterative training.

Segmentation-Weighted Loss. We define the task-weighted loss in an entropy
style as follows:

Lsegmentation =

C∑
i=0

−ωiyilogpi (1)

where yi is the label of the i-th floor plan segmentation element in the floor
plan, C is the number of floor plan segmentation elements in the task, when
C is equal to 0, it represents the background category, in our experiments in
this work, when C is equal to 1, it represents the wall category, and pi is the
prediction label of the pixels for the i-th element (pi ∈ [0, 1]). Furthermore, wi

is defined as follows:

wi =
N̂ − N̂i∑C

j=0(N̂ − N̂j)
(2)

where N̂i is the total number of ground-truth pixels for the i-th floor plan
segmentation element in the floor plan and N̂ =

∑C
i=0 N̂i represents the total

number of ground-truth pixels over all C floor plan segmentation elements. The
Wi in the loss function is calculated based on the training-set. Multiple experi-
ments will divide different datasets, the Wi will also be recalculated. The specific
value will be different, and the effect of the experiments is stable and consistent.
In our experiments in this work, W0 is approximately 0.2, W1 is approximately
0.8.



Detection Loss. A widely used loss function combination [14,19] ensures effec-
tive model training in detection tasks. In this study, we use the detection loss
functions of YOLOv3 [20]. The overall detection loss consists of the bbox, class,
and objectness losses. The segmentation and detection losses are combined as
the overall loss during model training to strengthen the relevance of the segmen-
tation and detection task targets.

Ltotal = Lsegmentation + Ldetection (3)

4 Experiments

We evaluated our method on the public dataset CubiCasa5k. We divided the
dataset into 4000 images for training, 500 images for validation, and 500 images
for testing. The size of the image data ranged from 430 × 485 to 6316 × 14304
with few repeating dimensions, and the average size was 1399 × 1597. It was
necessary for the data to be divisible by 32 to fit the data size change of the model
architecture. Therefore, we directly resized the input images to 1536×1536, and
the aspect ratio will change, but not change greatly. When the input images need
to be down-sampled, we use the area interpolation algorithm, and when the input
images need to be up-sampled, we use the cubic interpolation algorithm. The
training parameters: the batch size is 10 by default to typical 10-GPU devices,
the max lr is 0.01, the initial lr is 0.0001, the min lr is 0.000001, the weight decay
is 0.0005 and the SGD momentum is 0.937, and the cosine lr schedule, total
epoch is 1000, 50 epochs linear warm-up. After experiments, these parameters
can achieve the best training effect in the experimental models.

CubiCasa5k contains over 80 categories, due to the nature that walls, doors
and windows usually jointly constitute the main frame of the architecture of
a floorplan, we believe the joint training will have advantages. In our exper-
iments, the segmentation task was performed on the walls, and the detection
task was performed on the doors and windows. All models, including the com-
parison models, were trained on a node with 10 RTX 3090 GPUs. Because of
the particularity of the floor plan data, pretrained models were not used in any
of our experiments. That is, all models were trained from scratch. We adopted
the AP (@0.5 and @[.5:.95]) and IoU as evaluation metrics for detection and
segmentation, respectively. Furthermore, we recorded the convergence speed of
the model during the training process. Regarding the convergence epoch, we
define that when the first accuracy of the training epoch reaches 99.9% of the
final, and the subsequent accuracy fluctuations do not exceed 0.2% of the final,
the training curve also indicate the convergence speed.

4.1 Comparison with Single-Task Models

U-Net has often been used in segmentation tasks because of its high performance.
It is also used for the recognition task of the main architecture in floor plans.
Models in the YOLO series are frequently used for fast component detection. We



use U-Net and YOLOv3 as the comparative test models to show the performance
of MuraNet.

Comparison with U-Net. We trained our MuraNet model and U-Net model
with base(Fig. 8), 5, and 6 depth structures using the same training parameter
configurations, and the IoU of the wall was considered as the primary evaluation
metric. Since U-Net cannot fit the data well, the data of U-Net 5-stage(D5)
which has 5 downsampling modules, one more than the standard U-Net is added
in Fig. 8. As indicated in Table 1, the wall IoU of MuraNet was generally higher
than that of U-Net, which means that MuraNet achieved higher accuracy and the
attention-based MURA module can assist the backbone network in improving
the segmentation feature extraction. The convergence speed of MuraNet training
was faster than that of U-Net at similar performance.

Fig. 8. Validation wall IoU of MuraNet and U-Net(D5)

Table 1. Comparison of MuraNet and U-Net counterparts in terms of IoU (%) on
CubiCasa5k. All models were tested with a resolution of 1536 × 1536 .

Model Wall IoU (%) Convergence epochs

U-Net base 65.5 6
MuraNet base(+12.9) 78.4 8
U-Net 5-stage 74.4 10
MuraNet 5-stage(+1.3) 75.7 9
U-Net 6-stage 75.8 11
MuraNet 6-stage(+0.6) 76.4 11

Comparison with YOLOv3. We designed MuraNet base(Fig. 9) and MuraNet-
spp, according to the structures of YOLOv3 and YOLOv3-spp, respectively. We



trained these models using the same training parameter configuration and used
the AP (@0.5 and @0.5:0.95) as the primary evaluation metrics. As indicated in
Table 2, the convergence speed of MuraNet training was generally faster than
that of YOLOv3, which means that the decoupled detection head caused the
model to converge faster during training. According to the AP value, MuraNet
could achieve the same accuracy as YOLOv3 with rapid convergence, and spp-
layer has little effect on model performance.

Fig. 9. Validation mAP50 of MuraNet and YOLOv3 on CubiCasa5k

Table 2. Comparison of MuraNet and YOLOv3 counterparts in terms of AP (%) on
CubiCasa5k. All models were tested with a resolution of 1536 × 1536 .

Model
AP50(%) AP@[.5:.95](%)
Doors Windows Mean Doors Windows Mean

YOLOv3 base 89.2 90.1 89.6 43.6 55.4 49.5
MuraNet base(+4.3) 91.2 92.2 91.7 47.9 59.7 53.8
YOLOv3+spp 89.8 90.2 90.0 43.8 55.6 49.7
MuraNet+spp(+3.7) 90.9 91.5 91.2 47.7 59.1 53.4

4.2 Ablation Experiments

MURA. We designed three comparative experiments to verify the functions of
our proposed attention-based MURA module in the backbone for feature extrac-
tion from floor plan data. In the first experiment, we compared MuraNet model
with and without MURA modules. In the second experiment, we compared the
model with U-Net and only added MURA modules to the backbone, without
changing the U-Net structure. In the third experiment, we compared the model



with SegNeXt and replaced the MSCA module, which uses depth-wise strip con-
volutions to compute the attention, with MURA modules that use a series of
3 × 3 convolution kernels. We also trained these models using the same train-
ing parameter configuration on CubiCasa5k. As shown in Fig. 10) and Table 3,
MuraNet, U-Net and SegNeXt with the MURA modules achieved higher wall
category accuracy on the CubiCasa5k dataset, and the convergence epochs of
the training cycle were approximately the same. Thus, the attention module can
extract feature information better, and a series of 3 × 3 convolution kernels is
more suitable for floor plan data than depth-wise strip convolutions.

Fig. 10. Validation wall IoU of MuraNet, U-Net(D5) and SegNeXt with MURA and
without MURA

Decoupled Detection Head. We only used decoupled and coupled detection
heads on MuraNet and YOLOv3 to verify the effect of the decoupled head in the
detection task(Fig. 11). We also trained these models using the same parameter
configuration on CubiCasa5k. Table 4 indicates that the decoupled detection
head could accelerate the model fitting without compromising on the accuracy
in the normal YOLO detection models.

5 Conclusions

This paper proposes MuraNet, an attention-based multi-task model for seg-
mentation and detection tasks in floor plan data, designed to jointly train the
model on both detection and segmentation tasks. MuraMet adopt a unified en-
coder called MURA module as the backbone, an improved segmentation decoder
branch for the segmentation task, and a YOLOX-based decoupled detection head
branch for the detection task. The two key contributions of our work is (1) our
proposed model integrates the pixel-level segmentation and vector-level detec-



Table 3. Comparison of MuraNet, U-Net and SegNeXt with and without MURA
modules and counterparts in terms of IoU (%) on CubiCasa5k. All models were tested
with a 1536 × 1536 resolution.

Model Wall IoU (%) Convergence epochs

MuraNet base 78.4 8
MuraNet-MURA base(-3.1) 75.3 7
MuraNet 5-stage 75.7 9
MuraNet-MURA 5-stage(-0.7) 75.0 10
MuraNet 6-stage 76.4 11
MuraNet-MURA 6-stage(-0.2) 76.2 11

U-Net base 65.5 6
U-Net+MURA base(+9.58) 75.1 8
U-Net 5-stage 74.4 10
U-Net+MURA 5-stage(+1.7) 76.1 9
U-Net 6-stage 75.8 11
U-Net+MURA 6-stage(+0.42) 76.2 10

SegNeXt base 75.8 12
SegNeXt+MURA base(+0.38) 76.2 12
SegNeXt small 75.3 11
SegNeXt+MURA small(+0.71) 76.0 10
SegNeXt large 76.3 10
SegNeXt+MURA large(-0.02) 76.3 10

Fig. 11. Validation mAP50 of Decoupling and Coupling Head on CubiCasa5k



Table 4. Comparison of MuraNet and YOLOv3 with and without decoupled detection
head and counterparts in terms of AP (%) on CubiCasa5k. All models were tested with
a resolution of 1536 × 1536.

Model
AP50 (%) AP@[.5:.95] (%)
Doors Windows Mean Doors Windows Mean

MuraNet base+coupled head 89.9 90.1 90.0 43.9 56.7 50.3
MuraNet base+decoupled head(+3.5) 91.2 92.2 91.7 47.9 59.7 53.8
MuraNet+spp+coupled head 89.7 90.1 89.9 44.0 56.2 50.1
MuraNet+spp+decoupled head(+3.3) 90.9 91.5 91.2 47.7 59.1 53.4

YOLOv3 base+coupled head 89.2 90.1 89.6 43.6 55.4 49.5
YOLOv3 base+decoupled head(+0.4) 89.8 90.1 90.0 43.9 55.9 49.9
YOLOv3+spp+coupled head 89.8 90.2 90.0 43.8 55.6 49.7
YOLOv3+spp+decoupled head(+0.9) 90.0 90.1 90.0 45.0 56.2 50.6

tion at the same time. (2) we add attention mechanism for the model to leverage
the correlations between walls, doors and windows to enhance the accuracy.

Comparative experiments with U-Net and YOLOv3 on the CubiCasa5k pub-
lic dataset demonstrate that MuraNet achieves better feature extraction and
higher performance by using a unified backbone with the attention mechanism
and different head branches for different tasks. However, we believe that there is
room for improvement in MuraNet. While the attention mechanism is currently
only utilized in the backbone of MuraNet, we believe that its use in other parts,
such as the head or loss function, could lead to better learning of relationships
among different recognition targets, improving recognition tasks in floor plan
data. This is a direction for future exploration.

References

1. Dodge, S., Xu, J., Stenger, B.: Parsing floor plan images. In:MVA, pp. 358–361
(2017). https://doi.org/10.23919/MVA.2017.7986875

2. de las Heras, L.P., Fernández, D., Valveny, E., Lladós, J., Sánchez, G.: Unsuper-
vised wall detector in architectural floor plans. In: ICDAR, pp. 1245–1249 (2013).
https://doi.org/10.1109/ICDAR.2013.252

3. Surikov, I.Y., Nakhatovich, M.A., Belyaev, S.Y., et al.: Floor plan recognition and
vectorization using combination unet, faster-rcnn, statistical component analysis
and Ramer-Douglas-Peucker. In: COMS2, pp. 16–28 (2020)

4. Wu, Y., Shang, J., Chen, P., Zlantanova, S., Hu, X., and Zhou, Z.: Indoor mapping
and modeling by parsing floor plan images. International J. Geogr. Inf. Sci. 35(6),
1205–1231 (2021)

5. Lu, Z., Wang, T., Guo, J., et al.: Data-driven floor plan understanding in rural
residential buildings via deep recognition. Inf. Sci.567, 58–74 (2021)

6. Liu, C., Wu, J., Kohli, P., Furukawa, Y.: Raster-to-vector: revisiting floorplan
transformation. In: ICCV, pp. 2195—2203 (2017)
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