N

N
N

HAL

open science

Detecting forged receipts with domain-specific
ontology-based entities & relations

Beatriz Martinez Tornés, Emanuela Boros, Petra Gomez-Kramer, Antoine

Doucet, Jean-Marc Ogier

» To cite this version:

Beatriz Martinez Tornés, Emanuela Boros, Petra Gomez-Kramer, Antoine Doucet, Jean-Marc Ogier.
Detecting forged receipts with domain-specific ontology-based entities & relations. ICDAR, Aug 2023,

San José, United States. pp.184-199, 10.1007/978-3-031-41682-8 12 . hal-04296021

HAL Id: hal-04296021
https://hal.science/hal-04296021
Submitted on 20 Nov 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-04296021
https://hal.archives-ouvertes.fr

Detecting Forged Receipts with Domain-specific
Ontology-based Entities & Relations

Beatriz Martinez Tornés! [0000—0002-7820—640X]
Emanuela Boros![0000-0001-6299-9452] Ayt ine Doucet ! [0000-0001-6160-3356]
Petra Comez-Kriimer![0000-0002—5515-7828] 4
Jean-Marc Ogier![0000—0002—5666—475X]

University of La Rochelle, L3i, F-17000, La Rochelle, France
firstname.lastnameQuniv-1r.fr

Abstract. In this paper, we tackle the task of document fraud detec-
tion. We consider that this task can be addressed with natural language
processing techniques. We treat it as a regression-based approach, by
taking advantage of a pre-trained language model in order to represent
the textual content, and by enriching the representation with domain-
specific ontology-based entities and relations. We emulate an entity-based
approach by comparing different types of input: raw text, extracted en-
tities and a triple-based reformulation of the document content. For our
experimental setup, we utilize the single freely available dataset of forged
receipts, and we provide a deep analysis of our results in regard to the
efficiency of our methods. Our findings show interesting correlations be-
tween the types of ontology relations (e.g., has_address, amounts_to),
types of entities (product, company, etc.) and the performance of a
regression-based language model that could help to study the transfer
learning from natural language processing (NLP) methods to boost the
performance of existing fraud detection systems.

Keywords: Fraud detection - Language models - Ontology.

1 Introduction

Document forgery is a widespread problem, while document digitization allows
for easier exchange for companies and administrations. Coupled with the avail-
ability of image processing and document editing software as well as cost-effective
scanners and printers, documents face many risks to be tampered with or coun-
terfeited [21], where counterfeiting is the production of a genuine document from
scratch by imitation and forgery is the alteration (tampering) of one or more
elements of an authentic document.

First, one of the main challenges of document fraud detection is the lack
of freely available annotated data, as many studies around fraud do not con-
sider the actual documents and focus on the transactions (such as credit card
fraud, insurance fraud, or even financial fraud) [6,27,39]. Collecting real forged
documents is also difficult because real fraudsters would not share their work,
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and companies or administrations are reluctant to reveal their security breaches
and cannot share sensitive information [42,34,46]. Moreover, the challenge of
working with a corpus of potentially fraudulent administrative documents is the
scarcity of fraud as well as the human expertise required to spot the fraudulent
documents [7,30,12]. Taking an interest in real documents actually exchanged
by companies or administrations is important for the fraud detection methods
developed to be usable in real contexts and for the consistency of authentic doc-
uments to be ensured. However, this type of administrative document contains
sensitive private information and is usually not made available for research [6].

Second, most of the research in document forensics is focused on the anal-
ysis of images of documents, as most of these are scanned and exchanged as
images by companies and administrations. Document forgery detection is thus
often defined as a tampering detection computer vision (CV) task [9, 15, 20, 13].
A document image can be tampered with in different ways with the help of
image editing software. The modification can be done in the original digital doc-
ument or in the printed and digitized version of the document, which is usually
a scanned document, as the mobile-captured document contains too many dis-
tortions. Thus, the document can then be printed and digitized again to hide
the traces of the fraud [18, 24].

In these regards, the Find it! competition [4] was, to the best of our knowl-
edge, the only attempt to encourage both CV and natural language processing
(NLP) methods to be used for document forgery detection, by providing a freely-
available parallel (image/text) forged receipt corpora. However, the number of
participants was low (five submissions) and only one of them incorporated con-
tent features in the form of rule-based check modules (i.e., looking at inconsis-
tencies in article prices and the total to pay), which proved to be rather effective
(an F1 of 0.638).

We, thus, consider that NLP and knowledge engineering (KE) could be used
to improve the performance of fraudulent document detection by addressing the
inconsistencies of the forgery itself [4]. Hence, while CV methods rely on finding
imperfections, by either aiming to detect irregularities that might have occurred
during the modification process [8] or by focusing on printer identification, in
order to verify if the document has been printed by the original printer [19,
33], NLP methods could bridge the gap between image and textual inconsis-
tencies [43]. We experiment with a pre-trained language model regression-based
approach while also tailoring the textual input by generating ontology-based en-
tities and relations in documents in order to provide more semantic content of
a forged French receipt dataset [3,4]. Our findings show interesting correlations
between the types of ontology relations (e.g., has_contactDetail, has_address),
the types of entities (product, company, etc.) and the performance of our ap-
proach that could foster further research and help to study the transfer learning
from NLP methods to boost the performance of existing fraud detection systems.

The paper is organized as follows. Section 2 presents the state of the art
with CV-based fraud detection methods, as well as in NLP. Section 3 introduces
the forgery detection receipt dataset we used in this study. Our semantic-aware
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approach is described in Section 4, focusing on our alternative textual ontology-
based inputs. We then present the experiments and results in Section 5. Finally,
Section 6 states the conclusions and future work.

2 Related Work

Computer Vision-based Fraud Detection Most of the research in document foren-
sics is part of the field of computer vision (CV) [9,15,20,13]. As a result, most
fraud detection datasets are not focused on the semantic content and its al-
teration. Therefore, they are not usable by a textual approach. Indeed, most
datasets are synthetically curated to evaluate a particular CV approach [34,
6,39]. For a concrete example, the automatically generated documents in [8]
were also automatically tampered with (in terms of noise and change in size,
inclination, or position of some characters). The payslip corpus was created by
randomly completing the various fields required for this type of document [42].
Datasets used for source scanner (or printer) identification consist of the same
documents scanned (or printed) by different machines, without any actual con-
tent modification [38]. These datasets are suitable for image-based approaches
[14,16,17], but are not relevant for content analysis approaches, as the forged
documents are as inconsistent as the authentic ones. Some works focus on the
detection of graphical indices of the document modification such as slope, size,
and alignment variations of a character with respect to the others [8], font or
spacing variations of characters or in a word [9], the variation of geometric dis-
tortions of characters introduced by the printer [41], the text-line rotation and
alignment [44] or an analysis of the document texture [17]. The authors of [2]
use distortions in the varying parts of the documents (not the template ones)
through pair-wise document alignment to detect forgery. Hence, the methods
need several samples of a class (template). A block-based method for copy and
move forgery detection was also proposed which is based on the detection of sim-
ilar characters using Hu and Zernike moments, as well as PCA and kernel PCA
combined with a background analysis [1]. The principle of detecting characters is
similar to that of [8] using Hu moments. The method of [17] is the more generic,
as it is not related to a certain type of tampering. It is based on an analysis of
LBP textures to detect discontinuities in the background and residuals of the
image tampering. Due to the difficulty of the task and the lack of generality of
these methods, only a few works have been proposed for this task.

Natural Language Processing-based Fraud Detection Since most of the research in
document forensics is focused on the analysis of images of documents, NLP-based
fraud detection suffers from a lack of previous work. However, existing fraud de-
tection approaches, in a broader sense than document forgery, mainly focus on
supervised machine learning (e.g., neural networks, bagging ensemble methods,
support vector machine, and random forests) based on manual feature engineer-
ing [34,6,27,30,25]. Knowledge graph embeddings-based approaches have also
been proposed to tackle content-based fraud detection in these types of docu-
ments [?,40]. However, this approach congregated all the documents in order
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to learn a representation of the different extracted semantic relations and used
graph-based methods in order to add data from external sources. Moreover,
the approach did not prove to be efficient, compared to CV state-of-the-art re-
sults. Recently, language models based on BERT [28,22] have been developed
and proven to outperform state-of-the-art results in anomaly detection in sys-
tem logs, and records of events generated by computer systems. However, the
methods are sequential, and cannot be applied in receipt fraud detection where
segments of text can be erased (e.g., the removal of a purchased product and its
price).

3 Forged Receipt Dataset

The freely available dataset [3,4] that we utilize is composed of 998 images of
French receipts and their associated optical character recognition (OCR) results.
It was collected to provide an image/text parallel corpus and a benchmark to
evaluate our text-based methods for fraud detection. The forged receipts are
the result of tampering workshops, in which participants were given a standard
computer with several image editing software to manually alter both images
and associated OCR results of the receipts. Thus, the dataset contains realistic
forgeries, consistent with real-world situations such as fraudulent refund claims
made by modifying the price of an item as shown in Figure 1 (a), its label,
the means of payment, etc. The forgery can also target an undue extension of
warranty by modifying the date (however, unless the date is implausible, as, in
the example shown in Figure 2 (b), there is no semantic inconsistency). Other
forgeries can involve the issuing company with the aim of money laundering, as
in the example in Figure 3 (c) which produces a false invoice to a false company.

oA [r:N 1ATICES)  TOTRL 8 PAYE 3
wE NNTOAT ESCR PTION e NTANT OTAL § PAYER z A 1AL A PAYER 4.2

TOTAL A PAYER ATICES)  TOTAL @ PAYER

MERCI

CI Ot ISITE MERCI DE VOTRE VISITE
A BIENTOT A BIENTOT

[ S ____|

Fig. 1. Price forgery. Fig. 2. Date forgery.
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Fig. 3. Address forgery.
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The receipts were collected locally in the research laboratory they were de-
veloped, which results in a high frequency of stores in the vicinity. Although this
can be seen as a bias, we consider it remains close to a real application case, in
which a company stores the documents/invoices it emits. Given the quality of
most receipts, in terms of ink, paper and care to avoid crumpling, the automated
OCR results were not usable. They were thus manually corrected, both auto-
matically (to tackle recurring errors such as “€” symbols at the end of lines) and
manually. The manual correction was performed participatively!. The dataset
of 998 documents is split into 498 documents for training and 500 for testing,
each with 30 forged documents. Thus, the data is imbalanced, according to a
realistic distribution of the data. Indeed, there is typically less than 5% of forged
documents in document flows, a distribution similar to outliers [4, 36].

4 Language Model Regression-based Approach

We base our fraud detection model on the pre-trained model CamemBERT [32]
which is a state-of-the-art pre-trained language model for French based on the
RoBERTa model [31].

4.1 Model Description

CamemBERT [32] is a stack of Transformer [45] layers, where a Transformer
block (encoder) is a deep learning architecture based on multi-head attention
mechanisms with sinusoidal position embeddings. In detail, let {z;}!_; be a token
input sequence consisting of [ words, denoted as {z;}\_, = {z1,22,... 74, ... 21},
where z;(1 < x; <) refers to the i-th token in the sequence of length /. Camem-
BERT, similarly to other language models, expect the input data in a specific
format: a special token, [SEP], to mark the end of a sentence or the separation
between two sentences, and [CLS], at the beginning of a text, used for classifi-
cation or regression tasks. We chose CamemBERT’s [CLS] token output vector
[CLS], denoted by CamemBERT|c g, as the input of the model and then, ap-
ply CamemBERT for further fine-tuning: f({x;}!_,) = CamemBERT|cpsiWi
where W; € R%modeiX1 are the learnable parameters of the linear projection layer
and d,,0de; 18 the hidden state dimension of CamemBERT.

As previously mentioned, we treat the fraud detection task as a regression
task and thus a numeric score s, € [0, 1] is assigned to the input example {x;}!_,
for quantifying its forging level, which is defined as s, = o(f({x;}) where o is the
sigmoid function o(z) = ——=— that returns a numeric score s, € [0, 1]. Finally,

Tte >
the predicted values are thrfesholded at 0.5.

4.2 Domain-specific Forged Receipt Input

In order to better explore the semi-structured specific nature of the receipts, we
experimented with four main types of input:

! The platform is available at https://receipts.univ-1r.fr/
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. Text: the raw text of a receipt without any pre-processing;
. Entities: we detect the present entities based on a receipt ontology and

concatenate them with a space separator (e.g. “Carrefour”) as described

below;

. Text + Entities: we augment the receipt Tezt by introducing special mark-

ers for each type of entity (e.g., company, product) and replace each entity
in the text with its text surrounded by the entity type markers [10];

the semantic relations.

. Knowledge-base Triples: based on the same ontology but extracting also

We, first, present the ontology, and then, we detail the detection and the
usage of the entities and relations (triples).

Table 1. Receipt ontology object properties. Object properties connect two in-
dividuals (a subject and object) and can have a defined domain class to spec-
ify the class membership of the individuals serving as subjects, and an image
class to define the class membership of the individuals serving as objects. The ta-
ble does not list the type relation, associating every entity with its type. These
data properties are the following: has_date, has_time, amounts_to, has_total_price,
has_number_of_items, has_full_payment_of, weights, has_price_per_kg, has_unit_price,
has_quantity, and has_return_money_amount.

Domain Object Property Inverse Property Image

City has_zipCode is_zipCode_of ZipCode

Company has_contactDetail is_contactDetail_of ContactDetail

Company has_address is_address_of Address

Company has_email_address is_email_address_of EmailAdress

Company has_fax is_fax_of FaxNumber

Company has_website is_website_of Website

Company has_phone_number is_phone_number_of PhoneNumber

Company issued is_issued_by Receipt

Product has_expansion is_expansion_of Expansion

"|Company has_registration is_registration_of = Registration

Receipt has_intermediate_payment IntermediatePayment

Receipt concerns_purchase Product

Receipt contains is_written_on Product, Registration,
ContactDetail

SIREN includes is_.component_of  SIRET, RCS, TVA In-
traCommunity

City, ZipCodelpart_of Address

Company is_located_at City

Company sells is_sold_by Product

Receipt Ontology The receipt ontology was built by [5] and it is domain-
specific, being curated to account for all the information present in the receipts
(e.g., a concept for the receipts, instantiated by their IDs, a concept for the
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issuing company, another for its contact information, etc.). The authors of the
dataset chose to represent its semantic contents with an ontological model in
order to explicitly represent what humans can imply through their understanding
of an invoice. Indeed, much implicit information lies in the understanding of the
layout, the format, the content and their combinations. For example, an address
written under a company name corresponds to the address of the company. We
can also note that a company can have several addresses, or that an address
can be shared by several companies in the case of an office building. Moreover,
the ontological model allows maintaining a certain flexibility (new classes can be
added for other types of business documents, other types of registrations relevant
to other countries, etc.) and enable the use of reasoners. However, we utilized
the ontology as a starting point in our approach as we were not interested in
the description, the inferences and the reasoning per se, but wanted to explore
a less formal semantic enrichment of the content of the documents in order to
propose a more generalizable approach. Therefore, we focused on the domain-
specific entities and relations described and populated in the ontology to build
our experiments. The entity detection and the knowledge-base triple detection
are presented hereunder.

The ontology is originally written in French, consequently, all labels in this
article have been translated, and it was automatically populated with manually-
crafted regular expressions based on the regularities of a receipt document. For
instance, the products and their prices were extracted from the lines of the doc-
ument finished by the “€” symbol, or using it as a decimal separator, excluding
the lines that report the total or the payment. The extraction process was per-
formed as a finite state machine to adapt to more varied structures, such as
prices and products not being aligned. The ontology was populated dynamically
using the Python library Owlready22. Table 1 lists the object properties that
link the information present in the receipts in order to provide an exhaustive
list of the extracted information. We note that the receipt is an entity itself,
represented by the label of its ID (a numerical value).

Entity Detection We kept all domain-specific entity types, even in the cases
where they produce redundant information, in order to maintain the granularity
of the semantic annotation. For instance, when an address is correctly extracted,
it is represented through several entity types: its full address, its city, and its
postcode. Each entity subjected to any type of alteration (removal, addition,
or modification) was counted. The modifications were not counted in them-
selves, only the entities altered were: for instance, a date “11/02/2017” altered
to “10/02/2016” counts as one modified entity, even if it has suffered two graphic
modifications. We grouped the entity types into four categories: company infor-
mation (name, address, phone number, etc.), product information (label, price,
quantity, or weight), payment information (total, paid amount, discount total),
and receipt metadata (date, time, etc.). The number of modified entities per
data split and entity types are presented in Table 4 (a).

2 https://owlready2.readthedocs.io/en/v0.37/
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Fig. 4. (a) Modified entities in the data splits. (b) Entity type correlation matrix.
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Most of the altered entities involve amounts of money (product and payment
entities), even if those are not always consistently modified. Figure 4 (b) shows
how the forged receipts are correlated to the entity types. We notice a slightly
high coefficient value (0.49) for payment and product entity types, proving a
strong correlation between these two. This correlation proves the realistic na-
ture of the forgeries, as an effort has been made to maintain the coherence of the
receipt. Indeed, if the price of one or more products is modified, but the total
amount remains as is, the forgery becomes easily detected by a human calcu-
lating the sum of the amounts. As these entities are not independent, we have
considered these types of fraud as inconsistent, and consider them easier to de-
tect by a context-based approach than forgeries involving the receipt metadata
(i.e., date and time of purchase).

Finally, in order to take advantage of the semantic details of these entities
(entity types), we modify the initial {z;}!_, token sequence to give:
x=[zg, 21, .., [ENTITY start|x;[ENTITY 4], - . ., p] where n is the length of
the sequence and ENTITY is the entity type of x; € [payment, company, etc.].
We, afterward, feed this token sequence into CamemBERT|cps) instead of

{z; 2:13-

Knowledge-base Triple Detection In order to go beyond the extracted en-
tities and provide more information about the relations between the entities,
we chose to incorporate the domain-specific relationships present in the ontol-
ogy curated by the authors of the dataset [5]. Our goal was to bring the un-
derlying structure of the documents to the forefront by explicitly stating the
relations between entities. Those relations include object properties, relations
between entities such as has_address and type relations, that associate each en-
tity with its class in the ontology. We made sure to remove inverse relations, e.g.,

3 This strategy has been previously explored in research for different NLP tasks [35,
10, 11].



Detecting Forged Receipts with Domain-specific Ontologies 9

has_telephone_number and is_telephone_number_of by keeping only one of each
pair. We also included attributive relations, i.e., data properties, that associate
an entity with a value (numeric, date, or time). We use the extracted knowledge
to render the semantic content of the receipts more explicit. Indeed, as the doc-
ument’s content does not have a syntactic structure, the extracted relations can
help convey the underlying structure of the information present in the receipts.
The knowledge-based triples serve as a text normalization of the content of the
receipts, as a finite number of relations (object and data properties) describe all
the information extracted.

5 Experiments

We compare our model with two baseline methods.

First, we consider a numerical inconsistency checker, by simulating a checker
that assigns the forged class to any document in which there is a simple numerical
inconsistency, not relying on any external knowledge. The numeric inconsistency
checker accounts for forgeries that a human with a calculator could spot. We
consider a simple numerical inconsistency any discrepancy between the total
and the sum of the prices, between the total and the total paid, or between the
quantity, the unitary price, and the price of the product. However, if the only
numeric inconsistency lies in a tax estimation, we consider that our checker does
not have the tools to notice the inconsistency, as it requires equation-solving
skills.

Second, we consider a support vector machine (SVM) regression classifier
with default hyperparameters as our baseline model applied on the term frequency-
inverse document frequency (TF-IDF) representation of the unigrams and bi-
grams extracted from lowercased receipts.

We also compare our results to two CV methods proposed for the dataset.
The Verdoliva [16, 15] architecture is also based on an SVM and combines three
different approaches: a copy-move forgery detection module, based on [14], a
camera-signature extraction (and comparison) module [16,15], and a forgery
detection based on local image features, originally proposed as a steganalysis
method [13]. We also report the results proposed by Fabre [4], that fed the
preprocessed images (discrete wavelet transform and grayscale) to a pre-trained
model Resnet152 [23] for classification.

5.1 Hyperparameters

We experimented with an SVM with default hyperparameters (C of 1.0 and e
of 0.1). In the CamemBERT experiments, we use AdamW [26] with a learning
rate of 1 x 107 for 2 epochs with mean squared error (MSE) loss. We also
considered a maximum sentence length of 256 (no receipt is longer than this).
We experiment with a CamemBERT endpoint (CamemBERT-base, with 110M
parameters). The evaluation is performed in terms of precision (P), recall (R),
and F1.
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5.2 Results

Table 2 details the classification results. As the classification is very imbalanced,
we report only the results for the “Forged” class.

Table 2. Evaluation results for forged receipt detection.

Method P R F1
Numeric inconsistency checker 100.0 46.67 63.34
CV Approaches

Fabre [4] 36.4 93.3 52.3
Verdoliva [4] 90.6 96.7 93.5
Baselines

SVM (text) 7.73 53.33 13.50
SVM (entities) 5.24 33.33 9.05
SVM (text + entities) 5.77 40.00 10.08
SVM (triples) 29.41 100.0 45.45
CamemBERT Approaches

CamemBERT (text) 6.61 50.0 11.67
CamemBERT (entities) 8.76 73.33 15.66
CamemBERT (text + entities) 7.39 63.33 13.24
CamemBERT (triples) 93.75 100.0 96.77

We notice how the methods using Triples as their input outperform the
others, even in their TF-IDF representation, recall is equal to one, meaning
all forged receipts are successfully retrieved. Figure 5 presents the area under
the receiver operating characteristic (ROC) curve (AUC) for our CamemBERT-
based experiments. Not surprisingly, we observe that the Triples approach has
an AUC near to 1 which means it has a good measure of separability, while the
others are closer to 0.

In the case of Triples, we observed only two mislabelled true receipts. In one
of them, receipt 211, the total price is rather blurry in the image, so it has been
manually corrected in the OCR output. However, the value of the total uses
“” instead of “.” as a decimal separator. As we can see in Figure 1, the usual
separator is “.”. This manually induced irregularity could explain this error. The
other mislabelled true receipt shows no salient irregularity. The only thing we
have noted is that the total amount is expensive (over 87 euros).

Concerning the comparison with the numeric inconsistency checker, we noted
that our approach performs better, even for receipts without numerical inconsis-
tency. However, it is important to take notice of the strict definition of inconsis-
tency we have used. Indeed, we only consider inconsistencies in the interaction of
the entities themselves, as it provides a stable way to annotate. However, most
of the “consistent” forgeries that we consider the most difficult to detect (and
the numeric inconsistency checker misses) are implausible. For instance, many
of the receipts in which only the date has been modified are actually assigned to
an impossible date as in receipt number 334, where the month is numbered 17
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Fig. 5. ROC curve.

or receipt number 662, where the year (2018) is actually after the data collection
stopped.

Results per Entity Types We analysed the results in terms of their count of
modified entities and found that it has no statistical impact. We performed an
independent t-test in order to compare the number of altered entities in correctly
detected forged receipts with the number of altered entities in undetected forged
receipts with the results of our approaches based on Text, Entities and Text
+ Entities. We did not find any statistically significant difference in the means
of the two groups, whether we looked into the count of total modified entities,
the count of product-related entities, company-related, payment-related, or the
receipt metadata entities (p-value > 5%). There was no use in analysing this
kind of error for the triples approach (a recall of 100%).

(1) Text (2) Entities (3) Entities + Text
Metadata 0.22 0.22

0.13

Payment 0.13 0.13

Product 0.13 0.13

Company -0.15 -0.15

Prediction

Fig. 6. Entity types correlating with the fraud predictions.
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Figure 6 presents the correlation coeflicients between the predictions of each
model and the modified entity types. We observe for all approaches a rather weak
positive correlation between the existence of forged Metadata, Payment, and
Product entities, and an even weaker negative correlation with the Company-
related entities. This allows us to understand that, while there is an influence
regarding which entities are forged, generally, the Metadata, Payment, and Prod-
uct entities could be correlated with the performance of our fraud detection
methods.

Results per Ontology Relation Types We also analysed the results of forged
receipt detection using only one relation type at a time, as shown in Table 3.
The relation contains exists between the receipt ID and any registration or con-
tact detail of the company present in the receipt (phone, email, fax, address,
etc.). Keeping the contains relation allows to keep and structure the informa-
tion related to the company-specific entities. The model trained with such input
mislabels uncommon receipts, such as a highway toll or an hourly parking ticket,
whose structure is very different from supermarket receipts. Company informa-
tion is not among the most modified (only seven entities in the train set and
five in the test), which leads to the belief that the data may have other biases.
For instance, up to almost 50% of the forged receipts were emitted by the same
company (Carrefour). Carrefour is indeed the most common company, but it
represents only 30% of all receipts. Moreover, the ID associated with each re-
ceipt is not entirely random, as receipts are at least sorted by their emitting
company.

Table 3. Evaluation results for forged receipt detection.

Method P R F1
Per triple type

amounts_to 63.83 100.0 77.92

contains 44.12 100.0 61.22

Furthermore, amounts_to is the relation to the value of the amount of the
intermediate payment. When there is only one mean of payment, it is equiv-
alent to the total amount, however, when two or more means of payment are
used, amounts_to projects the relation to those amounts. As we can see in Ta-
ble 3, keeping only this relation still yields very effective results. This triple type
considers exclusively information related to general numeric values (totals and
payment information). A certain bias is to be expected in the modified numerical
values, such as Benford’s law [37] which describes the non-normal distribution of
naturally occurring numerical data, and it has been used in accounting fraud de-
tection. In real-life occurring numbers (such as prices, population numbers, etc.),
the first digit is likely to be small. Indeed, the authors of the dataset report that
using Benford’s law to look for anomalous numerical data results in a recall of



Detecting Forged Receipts with Domain-specific Ontologies 13

70% [5]. These results, taken as input only the triples amounts_to, are very en-
couraging for the ability of our approach to leverage statistical information, even
on numerical values, to detect forgery.

6 Conclusions and Future Work

This paper proves that content-based methods are up to the challenge of doc-
ument fraud detection on the same level as image-based methods. Our initial
goal was to build a baseline and to encourage future work in the NLP domain to
address document forgery detection, and the results exceeded our expectations.
Our semantic-aware approach based on the CamemBERT pre-trained model
projecting the relations between entities to represent the content of the receipts
achieves high recall values by efficiently leveraging the information extracted
from the documents in the form of triples. Ideally, we would like to test our
approach on other realistic forgery datasets in order to experiment with other
document types and more complex use-cases, however we know of no other pub-
licly available forgery detection corpus. Moreover, as administrative documents
are often exchanged as their scanned images, as future work, we propose to
continue this line of work by using multimodal approaches [29, 48, 47].
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