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ABSTRACT

Nowadays, diseases are increasing in numbers and severity by the hour. Immunity diseases, affecting
8% of the world population in 2017 according to the World Health Organization (WHO), is a field
in medicine worth attention due to the high rate of disease occurrence classified under this category.
This work presents an up-to-date review of state-of-the-art immune diseases healthcare solutions.
We focus on tackling the issue with modern solutions such as Deep Learning to detect anomalies
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in the early stages hence providing health practitioners with efficient tools. We rely on advanced
deep learning techniques such as Convolutional Neural Networks (CNN) to fulfill our objective
of providing an efficient tool while providing a proficient analysis of this solution. The proposed
solution was tested and evaluated by the immunology department in the Principal Military Hospital
of Instruction of Tunis, which considered it a very helpful tool.

Keywords CNN · e-health · immune systems · immunofluorescence slides · antinuclear antibodies · artificial
intelligence · deep learning.

1 Introduction

In the current era, the significant spread of chronic diseases is much higher than ever before, especially those related to
immune problems [1]. On this note, the fact that the rate of affection by immune diseases is increasing extensively
underlines the need to provide a solution for the doctors to help save time and provide them with precision while treating
the immunofluorescence slides. In fact, the analysis of immunofluorescence [2] results based solely on the knowledge
of a single doctor is a method that lacks precision, and also could be a significant source of potential misdiagnosis due
to the massive amount of details present in the Indirect immunofluorescence (IIF) images [3]. This creates dangerous
risks for immunologists working under enormous responsibility and likewise for the patient, who is the most significant
beneficiary. Therefore, the presented solution is very effective in this matter, as it helps to save time, leading to faster
results; thus, more patients can be treated by a single expert doctor. On the other hand, the certainty factor also plays
a major part in this study, as the error rate is very minimal thanks to this model, which made it possible to reach a
94.48% accuracy for diagnosing positive and negative IIF images. This will lead to another level of performance that
will help newly graduated doctors to go through their medical career with more confidence based on the automated
results. This work is carried out in collaboration with the immunology department of the Principal Military Hospital
of Instruction of Tunis. The objective is to offer a tool in the form of a computer application, where the greatest benefits
are to effectively assist the doctors of the immunology department in diagnosing autoimmune diseases through the
analysis of IIF images. This should make interpreting IIF images much easier in terms of time and level of certainty.

The main contributions of this work are as follows:

• It presents an overview of the different state-of-the-art techniques, methods, and tools related to AI and the
interpretation of immunofluorescence sides.

• It treats the multiple cases of immunofluorescence slides using a combination of a DL model and a NASNet
model leading to accurate results.

• It presents the interactive tool developed for the specific needs of the medical staff at the military hospital of
Tunis immunology department. This tool was developed, deployed, and tested on many patients. The medical
staff confirmed it as an interesting and useful tool for IIF interpretation.

The science of immunology was revealed in the late 18th century, and from that moment on, it can be admitted that it
gained its rightful recognition as a branch of knowledge.
Autoimmune diseases, one of the most common issues in immunology, is a disease that results from a dysfunction of
the immune system leading it to attack the normal constituents of the body: Normally, the immune system preserves the
cells of the body. Whereas during autoimmune disease, it identifies them as foreign agents and attacks them. Statistics
have shown that 5 to 8% of the world’s population is affected by this type of disease [5].
Immunofluorescence technique: It is a method that consists of detecting and locating, by fluorescence emission, a
protein of interest produced by an Antigen, with the help of a specific antibody related to the agent in question. Thus, it
makes it possible to determine the presence or absence of a protein and its localization in the cell or tissue analyzed. In
immunofluorescence, two types of labeling can be carried out as shown in Figure 1:

• Direct immunofluorescence [4] where the fluorescent protein, called fluorochrome, is not coupled to a
secondary antibody but to the primary antibody.

• Indirect immunofluorescence [2] where a primary antibody binds to the antigen. Then, a secondary antibody
with a strong affinity for the primary antibody is added.

2 Related Work

Indirect immunofluorescence (IIF) is considered the reference test for the detection of autoimmune diseases. As a
well-established and challenging issue in the field of medical image analysis, HEp-2 image classification has become
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Figure 1: Direct vs Indirect Immunofluorescence [16].

one of the growing centers of interest in the last decade. For this reason, three international IIF image classification
competitions were held in 2012, 2014, and 2016. These competitions were very significant in this progress by facilitating
the collection of a large amount of data. As a classical image classification problem, traditional machine learning
techniques have been greatly applied to HEp2 image classification.

2.1 Machine Learning-based solutions

In this context, several research works have been considered using various methods such as gradient features with
intensity order pooling by [6] who were capable of reaching 74.39% cell level accuracy and 85.71% image level
accuracy on the ICPR dataset. Also, multiple linear projection descriptors were considered by [7], who adopt the
feature learning method to learn the appropriate descriptor from the image data itself. They were able to reach 66.6%
classification accuracy. Machine Learning (ML) can learn from the data, while non-learning-based techniques depend on
rules that depend critically on domain knowledge. However, traditional machine learning techniques rely on predefining
feature representations, which is a crucial step and necessitates complicated engineering [8].

2.2 Deep Learning based solutions

Several deep learning-based approaches proposed in the literature have shown great progress in healthcare for disease di-
agnosis [9, 10, 11, 12, 13, 14, 15]. Deep learning was considered in two subfields of HEp2 image classification (HEp2IC)
that have attracted the attention of researchers: the classification of individual HEp-2 cells and the classification of
HEp-2 specimens.

2.2.1 Cell-level HEp-2 image classification (CL-HEP2IC) methods:

there are two methods for Deep Neural Networks (DNN) to be used; DNN as a feature extractor and DNN as a classifier.
As shown in Figure 2, the amount of research based on the last method is more important than the other. In fact, more
than 30 publications adopt this method on three of the most popular datasets (ICPR 2012, I3A, and SNPHEp-2). In
contrast, less than ten publications are adopting the method of using the DNN as a feature extractor.

Figure 2: Number of publications based on the use of DNNs [17].
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1) CL-HEp2IC methods that use DNN as feature extractor:
Extraction is frequently used in HE2IC approaches based on handcrafted features. It allows extracting features from the
input image to carry out the classification performed generally with support vector machines or k-nearest neighbors.
There are two kinds of feature extraction: feature extraction from a pre-trained DNN model and feature extraction from
a fine-tuned DNN model: First, in [18], authors used a pre-trained CNN model but with an intensity-aware classification
schema with two steps accompanied by an approach to pull out the features that can differentiate between the classes
which allowed them to reach 77.1% average class accuracy. One year later, authors in [19] proposed a much simpler
idea of replacing the SIFT with the CNN features, enabling them to achieve a 98% classification accuracy. Second,
feature extraction from a fine-tuned DNN model consists of improving a pre-trained model. One of the methods in
this context involves a modern pooling strategy to overcome and remove the fixed-size constraint of the CNNs known
by resizing the input images. They used a CaffeNet model to extract features and then a K-spatial pooling to support
the HEp2 cell images with arbitrary sizes. This method allowed them to reach an accuracy of 98.41% [17]. Unlike
all previous works, authors of [21] used the convolutional auto-encoder (CAE) as a feature extractor. In fact, it is not
only CAE, but they train two different CAEs, one for normal images with RGB colors and another one for the gradient
images, which are images that have been subject to a directional change in intensity or color. The first is used to learn
the geometric properties of HEp-2 cells, while the second is used to learn the local intensity changes in HEp-2 cells.
They were able to reach 98.27% accuracy with the SNPHEp-2 [21] dataset and 98.89 with the I3A dataset [21].

2) CL-HEp2IC methods that use DNN as a classifier:
The following methods combine the feature extraction step and the classification step as one part. In fact, in this kind of
method, the features of the input images are automatically extracted and relying on these features, the classification
phase is achieved.
The cell-level HEp2 image classification that uses DNN as a classifier is divided into three groups. The following
methods combine the feature extraction step and the classification step as one part. In fact, in this kind of method,
the features of the input images are automatically extracted and relying on these features, the classification phase is
achieved. The cell-level HEp2 image classification that uses DNN as a classifier is divided into three groups. Generic
DNN-based approaches exploit popular DNN architectures, primarily designed for general image classification tasks
like ImageNet classification, to perform cell-level HEp2 image classification. The focus on this type of method began in
2015 with [22] who used an AlexNet, a variant of CNN used in the competition of image classification of the ImageNet
Database in 2012, reinforced by some pre-processing techniques such as image enhancement and data augmentation.
They were able to achieve 80.3% [22] accuracy with the ICPR 2012 dataset. A later study conducted by [23] concerning
other generic CNN models, specially ImageNet, GoogleNet, and LetNet-5, shows that even without any pre-processing
methods used in the procedure, GoogleNet exceeds the performance of the two remaining methods and gets as far
as 95.53% accuracy. In [23], the authors focused on three other generic CNNs, which are VGG-16, ResNet-50, and
InceptionV3. Their work confirms that this last generic CNN, named InceptionV3 is more efficient in the HEp2 image
classification than the other models considered in their research without any pre-processing procedures with a 98.28%
accuracy [24]. As mentioned earlier, the generic CNN is strengthened with techniques such as image enhancing and
DA, another idea brought by [25] who suggested to use of the generative adversarial network (GAN), which generates
images with a different composition than the initial images different from rotating or reversing, and train generic CNN
like the GoogleNet model with those images provided. It reaches 98.6% accuracy [25]. Despite its high accuracy, this
method shows its weaknesses while facing a large intra-class variation of data. Second, Generic DNN-based methods
with partial changes in layers or training schemes consist of making smaller changes in the generic model. Two major
studies were shown in this context: The first one is proposed by [26], who added two additional convolutional layers
with a 1x1 filter before the LeNet5 CNN architecture. It aims to boost the number of feature channels to facilitate the
task of the classification layers to attain a 79.13% [26] accuracy, which outperforms the accuracy of the basic LeNet-5
by a significant amount. The second method by the same group of researchers two years later in 2018: they chose
to concentrate on the ResNet model and merge the first layers’ predictions into the final classification layers using a
bridging mechanism to go far as 97.14% accuracy on the ICPR 2012 dataset and 98.42% [28] accuracy on the I3A
dataset. Despite the high accuracy achieved in this study, it is accompanied by an increasing number of network
parameters.

2.2.2 Specimen-level HEp-2 image classification (SL-HEP2IC) methods :

The specimen-level methods deal with the images of the HEP2 as an entire block and classify the whole image. These
methods were decomposed into two main types: single-cell processing-based SL-HEP2IC methods and multi-cell
processing-based methods.

4



arXiv Template A PREPRINT

1) Single-cell processing-based SL-HEP2IC methods:
Single-cell processing methods consist of feeding this kind of model with a specimen image as input. It will be split
into singular cell images using ground truth labeling at the cell level, such as bounding box annotations or segmentation
masks. Then a majority voting strategy is employed to obtain the specimen-level result by accumulating the cell results.
It is considered the extension of the Cell-level HEp2 image classification. According to the utilization of DNNs, we can
split this part of the related work concerning the HEp2 image classification into two main parts:

• Feature extraction-based methods: Those methods are much the same as those previously discussed. They
are divided into two parts: feature extraction from each cell of the specimen and then passed into a classifier
to obtain the cell class. In this context, the authors [26] proposed a modification to the LeNet-5 model by
adding a 1x1 convolutional block. Then, after the cell classes are identified, a majority voting strategy (MVS)
is applied by choosing the most dominant cell label as the specimen label. This strategy leads them to reach
95.83% accuracy [26]. Confusion can be present while applying the majority voting strategy. That is why
another approach is used to overcome such a critical issue: representing the population histogram (PH).

• Pure DNN-based methods: The pure DNN means that the DNN is used as a direct classifier in this kind of
method. They are similar to the methods discussed previously. One of the studies concerning this type of
method is the [26] study, which used modified LeNet-5 for the classification issue for each cell image obtained
from specimen images and reached a 79.13% accuracy [26].

The drawbacks of the single-cell processing based on specimen level are:

• The requirement of single cell classification to obtain the specimen classification.
• When numerous cells are presented in a specimen image, the single cell processing based on specimen level

faces many problems while first of all segmenting and also while classifying specimen-cells.

Figure 3: Level of concordance between two seniors [20].

2) Multi-cell processing-based methods:
Multi-cell processing methods treat a whole specimen image at once. They are more efficient and can be divided into
two types:

• Pixel-wise prediction-based methods: In this prediction, each pixel of the specimen image is contributed
to a class label. Then, the results of these pixels are fed to a majority voting method to classify the whole
specimen. The basis of this method is the fully convolutional network, a variant of the CNN that replaces the
fully connected layers with convolutional ones.

• Image-wise prediction-based methods: In this type of method, only one prediction is given to the whole
specimen image. A recent method is introduced in this context which resizes the specimen image. Consequently,
the local information disappears. That is why handcrafted features are used to make the model stronger, showing
a good classification performance that outperforms some other methods.

3 Proposed approach

In this section, the proposed approach is described, and we mention details about the dataset as well as model
architectures.

3.1 Immunofluorescence slides interpretation

Medical decisions must be made carefully and with high precision. In this regard, the detection of the IIF image class is
very crucial because of two factors :
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Figure 4: Proposed approach.

Table 1: Dataset Description

Number of patients Positive fluorescence intensity Negative fluorescence intensity

1000 470 530

• The need for a double reading of these images, which is not always possible in many cases.

• Even with the availability of two senior physicians, the difficulty of analyzing IIF images is always present
due to the great detail in this type of image.

Figure 3 visualizes the level of concordance between two seniors Immunologist readers. We note that they had, on
average, 71% of concordance despite their expertise in the field.

3.2 Global approach process

As shown in Figure 4, the user (who is either the doctor or the technician) must be able to:

• Identify whether the input image provided is positive or negative in the first instance.

• Provide prediction of the exact class of the IIF image if it is positive: The developed application, whose
purpose is assisting Immunologists in diagnosing different cases, must be able to provide predictions with
nearly perfect accuracy of the anomalies present in the patient’s IIF images.

3.3 Dataset

For Binary classification, the dataset is a mixture of an open-source dataset called AIDA HEp-2 and a set of IIF images
taken from the department of immunology of the military hospital of Tunis. The AIDA HEp-2 dataset is a part of the
complete AIDA database, resulting from international cooperation between Tunisia and Italy. In Table 1, the number of
patients from whom the IIF images were taken is mentioned, as well as the positive and the negative patients. The total
number of images acquired is equal to 2080, about 2 images from each patient.

For multi-class classification, a dataset containing 2668 IIF images distributed into 7 classes is used to train, validate
and test the model. Figure 5 describes the representation of how these images are divided.
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Figure 5: Distribution of samples over classes.

3.4 Model Architecture

Two models were proposed for the prediction of the IIF image class. The first one is dedicated to the binary classification
of the image provided as input: an IIF image is either positive (presence of antibody) or negative (otherwise). The
model consists of multiple layers, one enveloping the other so that the output of the first becomes the input of the second
and so on, until the last layer, which is the output of the whole model. In this work, the first model is sequential, i.e., the
output of each layer is the input of the next layer. It is composed of the layers put in the following arrangement:

• 6 sets of Convolutional followed by a Max Pooling layer.

• A Flatten layer (with the shape of 256).

• 3 Dense layers (with the respective shapes of 64, 128, and 1).

For the second model, the proposed pre-trained NASNet neural network provides accurate results. We enhanced the
architecture by adding a dense layer to the model which led to better results.

In this section, the obtained results through the training and testing phases are presented.

3.5 Training

For the binary classification, a model was trained using two classes: positive and negative. Figure 6 shows a screen
capture of results during the training phase. Then, the performance was evaluated using a range of metrics. Next, the
proposed approach was extended to the multiclass model, which was trained on a total of 7 different classes, as shown
in Figure 7, and again evaluates the model’s performance using a range of metrics.

3.5.1 Binary Model

To investigate the performance of the proposed approach, we began by training a binary classification model with two
classes: positive and negative. The positive class represented instances of the existence antibody in the cell, while the
negative class represented instances that did not exhibit the phenomenon. A dataset of 2080 samples for training and
testing the model and evaluating its performance was used.

3.5.2 Multi Class Classification

A Multi-class model was trained to distinguish the different interpretable classes. There are seven classes, as explained
previously, and the model was trained using Google Colab Pro as its training exceeded the locally provided resources.
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Figure 6: Training the binary classification model

Figure 7: Training the multi-class classification model

3.6 Testing Results

The first model achieved an accuracy of 94.48% on a challenging classification task. The model was trained using a
convolutional neural network architecture as explained in the previous section on a dataset of 2080 images. Then it was
evaluated using a standard test set and obtained a precision-recall curve, which showed that the model’s accuracy was
consistent across a range of thresholds. The results of this study demonstrate the effectiveness of this approach and
provide a foundation for future research.

The second model achieved an accuracy of 69.61% on the multiclass classification task. The second model was trained
using a more complex neural network architecture with additional layers and a larger number of parameters. A similar
dataset of 2668 images was used for training and testing the second model. The evaluation of the second model’s
performance showed that it had lower accuracy compared to the first model, which may be due to the lack of images or
the increased complexity of the architecture.

4 Conclusion

In this work, an overview of the different state-of-the-art techniques, methods, and tools related to AI for the Interpreta-
tion of Immunofluorescence slides is depicted. Also, a solution that treats the multiple cases of immunofluorescence
slide interpretation is presented using a combination of a DL model and a NASNet model leading to accurate results,
especially in binary classification. In future works, a fusion between the two methods, cell level and specimen level,
is a must-try approach to reach better results. In fact, with the use of the cell-level method, a population diagram
representing the distribution of the cells within the sample can be produced. Then, with the use of the prediction based
on the specimen-level method, a comparison of the two results will lead to a better verification of the decision-making
process. Finally, we note that AI is a powerful tool in the Immunology field, however, human beings are exposed to a
variety of diseases that target their immunity, therefore, new AI solutions evolving with theses diseases are required.
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