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Abstract. Social Media Artificial Intelligence algorithms provide users
with engaging and personalized content. Yet, the personalization of al-
gorithms may have a negative impact on users who lack Al literacy. The
limited understanding of SM algorithms among the population suggest
that adolescents are more likely to place blind trust in the information
they consume, exposing them to negative consequences (misinformation,
filter bubbles and echo chambers). We therefore propose an interven-
tion with a narrative scripts approach to raise awareness of Al algo-
rithms in SM. To foster an authentic learning experience and question
adolescents’ trust in Al, we deploy a low-accuracy Al image classifier.
A quasi-experimental study was conducted among 144 high-school stu-
dents in Barcelona, Spain. The results show that the narrative scripts
intervention improved students’ awareness of SM algorithms and shaped
more critical attitudes towards them. A comparison of students’ choices
between human predictions and those produced by a low-accuracy Al
classifier shows a lack of AI overdependence. Information about predic-
tions’ source did not affect students’ trust or learning about AI. These
findings contribute towards SM algorithms education and share insight
into the effect of deploying low-accuracy detectors in learning technology
interventions.

Keywords: Social media algorithms education - Low-accuracy image

classification - Adolescents Al trust - AI overdependence.

1 Introduction

The technological advances in machine learning algorithms have seen significant
development in the generation, curation and delivery of content. Techniques such
as user profiling, data mining, and tracking users’ actions identify the patterns in
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user behavior with the aim of delivering content preferences and increasing user
engagement [36]. With algorithms influencing the information and content users
consume, new concerns emerge about their adverse effects on users’ experiences.
The filtering of content based on user’s preferences and online behavior can
eventually lead to negative consequences such as polarization, the creation of
echo chambers, reality distortion, and social media addiction [19,14].

The invisibility of Al-based algorithms deepens the problem, as users are
often unaware of the mechanisms behind the content they consume [27] and
are unaware of its homogeneity. According to [3], young adults are aware of
the consequences of SM algorithms, such as filter bubbles, but fail to take action
against them. Conversely, [27] suggest that younger generations, who have grown
up surrounded by personalized Al systems, tend to trust Al but are unaware of
its potential negative consequences. This highlights the need for interventions
that educate adolescents on SM algorithms and provide strategies for dealing
with them [36,27].

Additionally, it emphasizes the potential risk of relying too heavily on algo-
rithms and prompts questioning of the uncritical trust placed in AI. Therefore,
this study proposes an intervention to raise awareness of the algorithms behind
SM platforms for high school students. In particular, the study analyzes the
implementation of the narrative scripts [16], an authentic learning approach,
situated in teaching about filter bubbles and body image distortion. To foster
an authentic learning experience towards Al algorithms, the study utilizes and
evaluates a low-accuracy image classifier. The implementation of the AT classifier
allowed us to challenge adolescents’ trust towards AI and explore Al overdepen-
dence. The study addresses a threefold objective (a) assess the narrative scripts
approach as an intervention tool for SM algorithms education, (b) challenge ado-
lescents trust in Al and enhance their awareness with the deployment of a low
accuracy Al classifier, and (c) investigate if the use of low-accuracy Al classifier
can result in adverse educational outcomes.

2 Social media algorithms and adolescents

SM use among adolescents has become increasingly prevalent in recent years,
with a notable increase after the COVID-19 lockdown [9]. Visual platforms such
as YouTube, TikTok, and Instagram serve as key sources of social interaction,
entertainment, and self-expression [37]. These types of platforms typically uti-
lize proprietary personalization algorithms to curate and present content that
matches a user’s preferences. SM algorithms aim to improve navigation/online
experience by displaying content that is both relevant and engaging to each
individual user. As a result, no two users have the same SM experience [8].
In spite of the effectiveness/efficacy of AI algorithms, there is a potential for
adverse outcomes, such as the creation of echo chambers that reinforce a homo-
geneous content while creating a (statistically) distorted or biased perception of
reality [14, 20].
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The negative effects of Al algorithms can generate harmful effects that may
impact the users’ attitudes, behaviors, and well-being [6, 32]. Concerning adoles-
cents’ body image, filter bubbles can shape young users’ exposure to idealistic
body images affecting their perceptions of a healthy body [10, 14] and potentially
lead to lower body satisfaction [5]. It is therefore important to recognize the
functions and impacts of algorithms on social media platforms and interact with
them consciously and critically [11]. A study investigating how Instagram’s body
type-specific filter bubbles are understood by female adolescents found that the
effect was attributed to individual preferences rather than an adverse effect of an
AT algorithm [35]. Even though content recommendation is based on individual
preference, preference magnification and the exclusion of contrasting content can
create a disclosed environment that can isolate the user. This demonstrates how
an increase in algorithms and AI technologies can significantly impact young
people’s understanding of the world around them [34]. As [33] note, children
are growing up with Al applications, including chatbots and recommendation
tools, without necessarily understanding the basic principles behind them. De-
spite their lack of awareness of AI technologies, adolescents tend to trust AI [27]
and have uncritical attitudes towards Al-based assistants [31].

A study conducted among the Finnish population to assess awareness of Al
algorithms found that adolescents aged 15 to 19 have a positive attitude towards
algorithm-driven recommendations despite low algorithmic awareness levels [11].
These findings highlight the potential issue that younger generations may not
fully understand how algorithms work or where they are present. Yet, adolescents
tend to trust and have a favorable view of their outputs and recommendations.
Trust in information technology tools involves the acceptance of potential vul-
nerabilities that might affect an output [24]. However, AT algorithms outputs are
often found biased or unfair [28, 1]. Hence an insufficient knowledge among ado-
lescents regarding algorithms’ functionality and potential vulnerabilities leaves
them open to accepting falsified information without being critical about it.
This could raise concerns about the overreliance on algorithm-generated recom-
mendations without critical evaluation which could potentially contribute to the
propagation of systemic biases [2].

Overdependence on algorithms and AT can be a significant concern, mainly
if individuals rely too heavily on these technologies without understanding their
limitations. Additionally, overreliance on algorithms and Al can lead to a lack of
critical thinking skills, as individuals may not question the results they receive
or understand how these results were generated. Overall, the literature suggests
that adolescents’ knowledge towards SM algorithms is often lacking, yet they
tend to trust AT algorithms and overdependence on these technologies can lead
to adverse effects. Consequently, it is crucial to develop interventions to challenge
adolescents’ blind trust towards Al algorithms and raise awareness of potential
consequences that can arise and provide them with strategies to counteract them.
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2.1 Social media algorithms education

Interventions aimed at enhancing information literacy and resistance to manip-
ulation can help exert greater control over users’ online environment [18]. The
implementation of Al literacy courses in school curriculums has been advocated
by researchers and educators in the last few years and saw the design, devel-
opment and evaluation of different curriculum proposals [17,21, 33]. According
to [17], an Al curriculum should have four stages depending on the student’s
age. For younger students (kindergarten and primary school), the initial stage
should involve a playful exploration of Al topics to build awareness. As students
grow older and move into middle school, they should engage in more critical
thinking approaches through experimentation and familiarisation with AI top-
ics. By reaching high school, students should cover more advanced Al topics to
promote independent thinking and apply their knowledge. Overall, [17] model
suggests that Al education should be tailored to a student’s developmental stage,
focusing on building awareness, critical thinking, and applied knowledge as they
progress through their education.

While [17] model suggests a gradual exposure to AI concepts, [21] explores
an approach that targets middle school students without prior experience on
computer science-related topics. Both approaches have common aspects that see
students familiarization with the dynamics behind Al algorithms and explore
machine learning topics at different paces. Besides the content covered in the Al
literacy curriculum, it is also important to consider the methods and types of
learning being encouraged. For example, [17] applied methods such as discovery
and inquiry learning alongside techniques of storytelling and educational robotic
tools whereas [21] saw the incorporation of hands-on games, discussions, and
building projects that utilise Al functionalities. Both types of interventions have
proven successful in raising awareness of Al algorithms and demonstrate that Al
literacy can take different forms, regardless of the educational tools used.

The use of algorithms to support and illustrate their functionality, can help
students understand the impact of algorithms on users’ actions, behaviors, and
well-being [26]. Demonstrations of how SM invincible algorithms work can help
understand algorithms at work [12] and promote awareness of their capabilities
and limitations [4]. Interventions that deconstruct SM algorithms and demon-
strate them to students at work saw a rise in the last few years. For instance, [23]
replicated machine learning mechanisms through interactive classroom activities
to raise awareness of negative algorithmic consequences, such as echo chambers.

In addition to demonstrating how algorithms function, previous research has
investigated the potential of using algorithmic predictions to increase awareness
of SM risks. For instance, a study replicated Al-based labeling of image classifica-
tions in a controlled photo-sharing platform. It found that it helped adolescents
develop a critical stance towards body image representations on SM [29]. How-
ever, this raises the question of whether demonstrating how machine learning
algorithms work requires genuine Al predictions or if human-made predictions
can suffice in conveying the message. We believe that the type of activity to be
performed determines the appropriate approach. When conducting experimen-
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tal work, AI algorithms may be used to deceive participants in order to explore
their decision-making or preferences [39, 38]. Conversely, in educational settings,
AT predictions can be used to demonstrate the workings of algorithms in an at-
tempt to spark students’ curiosity, and provide insights into the capabilities and
limitations of AI. Advanced interventions can even offer a hands-on environment
where students can manipulate algorithm parameters and experience authentic
learning opportunities.

2.2 The present study

This study proposes the design of an intervention aimed at adolescents to raise
awareness of how SM algorithms work, their potential consequences and strate-
gies to overcome them. Based on the literature presented, the intervention will
cover AT media topics as suggested by [36], interactive classroom activities that
replicate machine learning algorithms as outlined by [23], and the use of real
machine learning algorithms predictions to prompt critical questioning of Al
algorithms. To provide an engaging educational experience towards SM educa-
tion, we implement the proposed activities within the Narrative Scripts environ-
ment [16,22]. In particular, the NS approach sees the deployment of a simulated
SM platform that delivers learning material to students through educational
scripts guided by narratives. The use of the narrative script approach will pro-
vide an opportunity to frame the learning material within a storyline to explore
AT algorithms’ negative consequences in social media through the eyes of a fic-
tional user.

As a component of the intervention, our proposal involves the demonstration
of actual predictions made by machine learning algorithms to stimulate criti-
cal thinking in relation to AI algorithms. The deployment of AI algorithms for
educational purposes is a challenging task however it can provide an authen-
tic learning scenario where students are exposed to their realistic capabilities.
While AT has shown impressive performance in several benchmarks [15], the ac-
curacy of Al predictions depends upon the quality of data available for model
training and relies on task-specific datasets that are difficult to locate. However,
when replicating accurately human behaviors, such AI machinery would go un-
detected in learning settings. While the employment of a low-accuracy algorithm
can hinder the behavioral trust of participants [39], it could potentially work as a
tool to question adolescents’ uncritical trust towards these systems and possibly
foster critical thinking towards their use. Given the limited research exploring
the potential impact of low-performing Al algorithms in educational contexts,
this study aims to address this gap and provide valuable insights. Hence, the
following research questions have been formulated:

RQ1: What effect does an intervention on SM algorithms within the NSs
have on adolescents’ awareness and attitudes towards SM algorithms?

RQ2: Does the exposure to a low accuracy detector affect students’ awareness,
attitudes and trust towards Al in general (as vs human predictions)?

RQ3: Can we use low accuracy Al recommendations to evaluate the impact
of the educational activity on students Al overdependence?
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3 Methodology

3.1 Participants and study design

The study was conducted across high schools in Barcelona. In total, 144 students
participated (n = 144; 54.86% male, 45.14% female; Ages 12 to 19, mean age =
14.8, SD = 1.71). The study was done as part of a SM literacy workshop and was
conducted in two sessions. It took place in the spring semester of the academic
year 2022, with schools participating in one session per month. As part of the
research protocol, students and parents were briefed on the research objectives
and the purpose of the workshop prior to its commencement. Both students and
their families were requested to sign an electronic consent form to consent to
their participation in the study.

3.2 Procedure

Our learning approach saw a combination of the different stages proposed by [17].
Students initially became involved in playful storytelling techniques to engage
with the context of Al in social media, and saw the deployment of interactive
classroom activities to engage into critical thinking approaches to become famil-
iar with algorithms (see figure 1). Students were introduced to topics related to
filter bubbles, recommender systems and image classification under the theme
of body image.

Session 1 Session 2

| Pre-Questionnaire | | NS - Image Classification |

) v

| NS - F”tei Bubbles | Experimental Control
- . Mini Game Mini Game
| Interactive classroom activity | with labels \ithout labels

I+I

| Post-Questionnaire |

| NS - Recommender systems |

Fig. 1. Learning design and procedure of the study.

During the first session of the workshop, students completed the pre question-
naire and then accessed material through the Narrative Script platform. Then
the teacher initiated an interactive classroom activity where students were ex-
posed to a filter bubble scenario and the negative effect it can have on one’s body
image. After the activity, students returned to the Narrative Scripts platform
and were introduced to the topic of recommender systems.
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The second session revolved around a mission to help the fictional CEO of the
platform to employ a new “Al agent” with the goal to help monitor the types of
images uploaded to the platform. To begin with, students were explained how an
image classification system works. Then they were given access to a mini-game
with the goal of evaluating an image classification system.

During the mini-game, a randomized controlled experimental design was ap-
plied to evaluate the potential effects of an Al classifier with low accuracy. To
achieve this, we presented two predictions to students: one generated by a low-
accuracy algorithm and the other by humans. The game interface displayed an
image of a person, two sets of predictions (human and AT), the predictions (gen-
der and BMI), and a button to select the decorations they found more suitable
(see figure 2). In the control group, students were not informed whether the
prediction was made by Al or human, while it was reported to the experimen-
tal group (see figure 1). The conditions were randomly assigned. Students were
shown ten images and the set of predictions was randomly placed each time.
After the game was over, students completed the post questionnaire.

 Human Guess: = AT Guess: Prediction 1: Prediction 2:

quessed values { predicted values { ( (
Gender: Man Gender: Man: Gender: Man Gender: Man

Body type: Obese:

Body Type: Normal Weigh Body type: Obese Body Type: No

) ) D

Fig. 2. The interface of the mini-game. The interface on the left corresponds to the
experimental group, where participants could see which prediction was made by Al or
humans. The right interface corresponds to the control group. The images have been
blurred in this paper for privacy reasons.

3.3 Al Model: Architecture and Training

To generate the Al predictions we developed a machine learning model based
on multiple pre-trained convolutional neural networks (CNN) and fine tuned it
on a dataset that consists of face images annotated with their associated BMI
values. The pretrained models we use as part of our fully-connected BMI pre-
diction model are adopted from the DeepFace library [30] and we adapt four
different versions (VGGFace, age, gender, race) as hidden components. We also
used the hidden gender model out-of-the-box for gender prediction in our experi-
ments. The training of the BMI model was performed using the Reddit-HWBMI
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dataset [13]. During the training stage the model was underfitted on the data,
leading to BMI outputs that are in the majority of the cases higher than the
ground truth (so predictions are skewed towards higher BMI values). To get Al-
predictions for the experiments we use MTCNN to crop images around a person’s
face and resize this cutout to a dimension of 224x224 (model input size). After-
wards we feed them inside our BMI model which predicts the person’s BMI as
a scalar. We use these values during the experiments as the Al condition.

3.4 Measurements

Social media algorithms (SMA) awareness: To measure participants’ awareness
of algorithmic functions in SM, the question “When I navigate social media,
algorithms influence the content I see” was included as part of the pre and post
questionnaire. It was measured with a 5-point Likert scale ranging from 1 - Very
untrue to 5 - Very true. Moreover, the question “I have heard of the concept
Artificial intelligence algorithms” was included to measure students’ experience
with AT algorithms.

SMA attitude: Attitude items were formulated based on the Al divide study
by [11], and questions were developed to measure students’ attitudes towards
algorithmic functions and effects. In particular, two items were formulated to
measure students’ attitudes towards algorithm recommendations in SM and the
addictive consequences of SM use. Both items were measured with a 5 Likert
scale ranging from 1 - I love it and 5 - It frustrates me and were included in the
pre and post questionnaires.

Trust towards AI: To measure adolescents’ trust towards Al, four items were
extracted and adjusted from the trust in technology questionnaire [25]. The items
were based on the Institution-Based Trust questions and covered the dimensions
of competence, trusting intentions, integrity and benevolence. The items were
measured with a Likert scale ranging from 1- Strongly disagree and 5 - Totally
agree. Trust towards Al was measured as part of the post questionnaire.

AT overdependence: Al overdependence occurs when individuals excessively rely
on Al systems, disregarding their limitations and potential errors. In our study,
we measured this variable by observing students’ choices of predictions during
the mini-game phase, which served as an indicator of the extent to which students
exhibited excessive dependence on Al-generated predictions.

3.5 Data analysis

To minimize the effect of considering data from students not paying attention to
the images and classifications shown to them, a misleading image labeling was
given to them halfway through the experiment (a female was classified as a male
(photo 6)). Consequently, we excluded participants who responded incorrectly
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to the image during the analysis. This resulted in 23 students being removed
and the final sample size being 121 students.

To calculate the human predictions of the BMI values, an internal study
was conducted before the main study with 39 participants (n = 39; 54% male,
46%female; Ages 19 to 61, mean age = 26.3, SD = 8.2). The participants were
asked to classify a set of images from the VIP dataset [7] regarding the gender
and BMI they believed the person in the image had.

4 Findings

The final sample included the data of 121 students (n = 121; 52.9%male, 47.1%
female; Ages 12 to 19, mean age = 14.6, SD = 1.69). In regards to RQ1, the inter-
vention showed to be effective in raising adolescents’ awareness of SM algorithms.
A paired t-test showed significant differences between the pre and post-questions
(p < .01) as the participants’ awareness was higher in the post-questionnaire
(mPost = 3.72) than in the pre (mPre = 3.27). The intervention also influenced
students’ attitudes towards AI in SM with a significant effect on algorithms
recommending them content in SM (mPre = 2.21, mPost = 2.61,p < .01) and
becoming hooked in SM (mPre = 3.21, mPost = 3.63, p < .01). Figure 3 displays
the findings concerned with the effect of the intervention on students’ awareness
and attitudes of Al in SM. An independent t-test showed significant differences
between the two genders previously hearing about Al algorithms, with male stu-
dents (mMales = 2.77) reporting hearing more about it than female students
(mFemales = 2.21). However, no significant differences were found between the
two genders regarding how SM algorithms work. Concerning AT attitudes, female
adolescents shared a more significant initial concern of becoming hooked in SM
than male adolescents (mFemales = 3.5, mMales = 3.08, p = p < .05). How-
ever, this difference decreased after the intervention and showed no significant
differences (mFemales = 3.8, mMales = 3.5, p > .05).

B Pre M Post
[N 3
N m b o
s m
i
o~
N
SMA AWARENESS SMA RECOMMENDATIONS SMA ADDICTION

Fig. 3. Students’ SMA awareness and attitudes before and after the intervention.
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Fig. 4. Students performance under each condition in the post questionnaire.
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Fig. 5. Percentage of participants’ selections of human-generated predictions during
the mini-game. In addition, the graph visually compares the participants’ choices with
the error rate of the AI detector in relation to the human inputs. An error difference
less than 1 indicates a high agreement between AI and human-prediction.

Regarding RQ2, the exposure to a low-accuracy image classification did not
affect students’ learning. The final sample saw 61 students under the control con-
dition and 60 under the experimental. An independent t-test showed significant
differences between the two groups’ initial awareness of how SM algorithms work
(mControl = 3.65, mExperimental = 3.27, p < .05). Therefore, we conducted an
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independent t-test on the students’ learning gains instead, where no significant
differences were found (p > .05). Concerning Al attitudes and Al trust, no sig-
nificant differences were found between the two conditions. Figure 4 displays the
impact of the intervention on students’ awareness and attitudes per condition.

Regarding RQ3, an exploratory analysis was conducted to examine students’
selections during the mini-game. Findings showed that students under both con-
ditions selected similar predictions. Students’ human prediction selection under
the control condition was 78% in comparison to experimental condition stu-
dents, where it was 80%. An independent t-test showed no significant differences
(p > .05). Figure 5 depicts students’ human-generated prediction selection for
each photo.

5 Discussion and conclusion

This study utilized a narrative scripts approach to educate adolescents about
social media AT algorithms and challenge their trust using a low-accuracy im-
age detector. Three research questions were formulated to examine algorithmic
awareness, trust, and over-dependence. RQ1 assessed the effectiveness of the nar-
rative scripts approach as an intervention tool. RQ2 investigated the impact of a
low-accuracy detector on adolescents’ learning and trust. Lastly, RQ3 explored
adolescents’ Al overdependence. The findings provide valuable insights into the
educational outcomes influenced by a low-accuracy image classifier.

The use of the narrative scripts as an intervention tool effectively increased
awareness of SM algorithms and fostered critical attitudes towards them. Fol-
lowing the intervention, students demonstrated improved awareness of how SM
algorithms work. Additionally, the intervention led to students becoming more
critical regarding algorithm-recommended content and the addictive nature of
SM. This aligns with previous work that saw interactive interventions as an ef-
fective approach towards raising awareness of Al algorithms [21, 23]. This finding
carries significant importance in today’s rapidly evolving Al-driven world. The
increased awareness and critical thinking skills towards AI algorithms can em-
power students to make informed decisions while navigating in online platforms
and ultimately help prevent harmful situations.Female adolescents’ self-reported
awareness of Al algorithms was lower than that of male students, consistent with
previous findings [11]. However, their understanding of how the algorithms work
was not significantly different from male participants. This suggests that gen-
der overconfidence may contribute to the lower self-reported awareness among
females, as suggested by [11]. In terms of Al attitudes, female adolescents ex-
hibited a significantly more critical view of social media addiction compared to
males. This could be attributed to their higher tendency towards social media
addiction [40], leading to greater scrutiny.

Regarding RQ2, the study found that students’ learning and attitudes im-
proved regardless of their exposure to low-quality image classification. This sug-
gests that the intervention itself was effective in enhancing student outcomes,
independent of the additional factor of low-quality image classification. Thus,
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the implementation of low-accuracy image classification for demonstrative pur-
poses does not have a negative impact on learning about SMA. However, the use
of low-accuracy image classifications to challenge students’ trust remains ques-
tionable. Our results indicated that students in the experimental condition had
slightly lower levels of trust compared to the control group, but no significant
differences were observed. This could be attributed to the specific Al algorithm
used and the sample size of our study.

Finally, RQ3 examined students’ Al overdependence by comparing low accu-
racy predictions to human-made predictions. Our findings indicate that students’
selections were similar in both conditions, suggesting that students in the exper-
imental condition did not demonstrate Al overdependence. Notably, in photo 2,
where the Al classifier’s accuracy was close to human predictions, students in the
control condition blindly preferred the AI prediction, while those in the experi-
mental condition chose the human prediction. This contrasts with the findings
of [39], where participants showed a stronger preference for AI decisions over hu-
man decisions. Although this may indicate potential Al aversion, no significant
differences were observed, warranting further investigation of secondary variables
that might influence the results. To delve deeper, we analyzed students’ selections
and trust levels under the experimental condition, but no significant differences
were found. This could be attributed to the accuracy level of our deployed Al
algorithm. While low-accuracy algorithms can be used to raise awareness of Al
limitations, more research is needed to determine the ideal accuracy level that
can challenge students’ beliefs without promoting Al aversion.

To conclude, we remark on a few limitations that future researchers should
take into consideration. The use of low-accuracy classifiers to challenge adoles-
cents’ trust in Al does not affect learning outcomes; however, we find that such
classifiers need to be closer to adolescents’ day-to-day activities to make them
more critical of their outcomes. Also, accuracy levels should not be at the lowest
to not promote Al aversion. Finally, the design of our study evaluated the low-
accuracy detector through a mini-game interface. With no previous work having
a similar design, we find that this could have potentially influenced the results
and further work needs to be done to establish its accuracy. Lastly, our study
had a low sample size.

This study’s intervention effectively raised participants’ awareness and crit-
ical thinking about social media Al algorithms, promoting responsible use of
social media. Low-accuracy classifiers can be used as educational tools to pro-
voke discussions about Al overdependence and trust among adolescents without
impacting learning outcomes.
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