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Abstract. The prevalence of artificial intelligence (AI) in our daily lives is often
exaggerated by the media, leading to a positive public perception while overlook-
ingpotential problems. In thefieldofmedicine, it is crucial to educate future health-
care professionals on the advantages and disadvantages of AI and to emphasize
the importance of creating fair, ethical, and reproducible models. The KoopaML
platform was developed to provide an educational and user-friendly interface for
inexperienced users to create AI pipelines. This study analyzes the quantitative
and interaction data gathered from a usability test involving physicians from the
University Hospital of Salamanca, with the aim of identifying new interaction
paradigms to improve the platform’s usability. The results shown that the plat-
form is difficult to learn for inexperienced users due to its contents related to AI.
Following these results, a set of improvements are proposed for the next version
of KoopaML, focusing on reducing the interactions needed to create the pipelines.
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1 Introduction

Artificial intelligence is present in our daily lives, however media coverage is not always
realistic and exacerbates its capabilities [1, 2]. This media attention makes the public’s
perception of AI positive and overlooks the problems it can cause [3].

It is certain that AI is becoming increasingly present in our daily lives, and medicine
is no exception [4]. For this reason, it is important to provide future medical students
and healthcare professionals with adequate education in this regard [5]. And despite the
fact that future doctors are not afraid of being replaced by AI [6], it is important to let
them know its pros and cons [7]. It is also important for clinicians to be aware of the
importance of using or creating models that are fair [8], ethical [9] and reproducible
[10].

In order to train inexperienced users in all the above-mentioned points, theKoopaML
platform was created [11–13]. The main objectives of this platform are (1) to provide a
visual and intuitive interface and (2) to offer an educational AI experience. To develop
the platform to the needs of inexperienced users, their feedback is necessary.

This work presents the quantitative and interaction analysis results of KoopaML of
a usability study involving physicians from the University Hospital of Salamanca. The
analysis of the results aims at identifying new interaction paradigms to solve the issues
arisen during the usability test.

The rest of this work is organized as follows. Section 2 provides an overview of
the KoopaML platform. Section 3 describes the methodology followed for the usability
test and analysis. Section 4 presents the test results, while Sect. 5 discusses the results
and proposes new methods to interact with the ML pipelines to address the encountered
issues.

2 Background

KoopaML [11–13] is conceived as a platform with two main goals; (1) to ease and
automate the generation and execution of ML pipelines, and (2) to offer a learning
experience to non-expert users on the basics of ML while leveraging its benefits.

These goals are tackled through a graphical interface inspired in building blocks, in
which users can add, connect, and executeML tasks transparently, without programming
expertise. Figure 1 shows a pipeline example in which a Logistic Regression algorithm
is trained with an input dataset (in dark blue).

Although the platform has allowed the automatization of ML pipelines visually, it
is still complex to address their design with no expertise. For these reasons, in previous
works, we have included a new feature: a textual recommendation engine that yields
information about the potential steps to take given the current state of the workspace
(type of ML nodes included, current connections, etc.).

This recommendation engine was included in the workspace in the form of a modal
box (Fig. 2, bottom), and the textual recommendations can be easily modified by
privileged users (experts) to include new heuristics or explanations.



Fig. 1. The KoopaML platform (contents in Spanish).

Fig. 2. Recommendation engine (contents in Spanish). In this case, the textual recommendation
is explaining how to use the “Test/Train Split” node, and what is the goal of splitting the input
dataset.

3 Methodology

A user testing was conducted to test the usability and find issues related to the user
experience in KoopaML. The study was conducted with 8 physicians (with low or no
expertise in ML) by using the think-aloud method [14, 15], with the goal of analyzing
the interactions performed by the users while using KoopaML.

Every participant was introduced to the tool and to the basic concepts of ML through
the following video (contents in Spanish): https://www.youtube.com/watch?v=JeQrz2
I20TY. The think-aloud method was complemented with a quantitative analysis of the
perceived usability.

https://www.youtube.com/watch?v=JeQrz2I20TY


3.1 Interaction Analysis

The user interactions were captured through Hotjar (https://hotjar.com), a digital data
analysis tool that allows the visualization of heatmaps and even recordings of the inter-
actions carried out by the users during the testing. The analysis of interaction allows to
better understand the decisions taken by the users while carrying out simple tasks in the
platform.

3.2 Perceived Usability Evaluation

For the quantitative analysis, the SystemUsability Scalewas selected as the instrument to
assess the platform’s perceived usability (SUS). TheSUSquestionnaire offers a practical,
reliable, and valid [16, 17] method for rating a system’s usability, and it can be used with
different categories of systems [18].

The items of the questionnaires are positive and negative alternated and rated on a 1
to 5 Likert scale [19].

The instrumentwas implemented using a customized version of LimeSurvey (https://
www.limesurvey.org), an Open-Source on-line survey web application.

The interpretation of the results is guided by the System Usability Scale benchmarks
[20, 21] which allow SUS score comparisons and provide useful insights about the
perceived usability of the system.

4 Results

The qualitative results provided beneficial insights into the current interface of
KoopaML. The interaction heatmaps obtained from Hotjar enabled us to understand the
parts of the interface that were more prone to interactions and the differences between
users that had the textual recommendations enabled and those who did not.

Figure 3 shows one of these heatmaps. In this case, the participant did not have
textual recommendations during the study. It is possible to observe that the participant
spent more time navigating through the side menu than interacting with and constructing
the pipeline. The evaluation shown the same pattern for almost every user, as they were
unsure about which node needed to be included into the workspace in order to complete
the ML pipeline.

Figure 4, on the other hand, also shows a high number of interactions on the side
menu. But in this case, with the textual recommendations enabled, participants could
interact more with the pipeline as the system guided the process through the sugges-
tions. However, although a difference between the participants with the recommendation
engine can be identified, most participants did not finish the task successfully, leaving
the pipeline incomplete despite the system support.

Regarding the quantitative results, six participants that took part in the think-aloud
evaluation answered the survey. Although a small sample, it allows to complement the
analysis of the results obtained in the qualitative assessment and to get deeper insights.

The guidelines from [19] were followed to compute the SUS score. In this case, the
score contributions from each item were added. Given that each item’s score must range

https://hotjar.com
https://www.limesurvey.org


Fig. 3. Heatmap of the interactions made by a participant with the recommendation engine
disabled. Obtained through Hotjar.

Fig. 4. Heatmap of the interactions made by a participant with the recommendation engine
enabled. Obtained through Hotjar.



from 0 to 4, the positive items of the questionnaire were subtracted 1 point, while the
negative items’ scores were subtracted from 5, to normalize the sample. The sum of the
scores is finally multiplied by 2.5 to obtain the overall value of the SUS between 0 to
100.

TheSUS scorewas calculated following the scoring instructions [19] for every partic-
ipant’s responses. The SUS questionnaire also enables the computation of a learnability
score (from items 4 and 10) and a usability score (from questions 1, 2, 3, 5, 6, 7, 8, and
9). Both scores were also calculated and transformed to fit a scale from 0 to 100. The
following results were obtained for the KoopaML platform (Fig. 5):

• The average perceived usability of theKoopaMLplatform is 62.5, which is considered
a borderline acceptable SUS score (interpretation based on the studies done in [20,
21]).

• On the other hand, the perceived usability is significantly higher (70.31) than the
learnability (31.25), which indicates that the platform is complex to learn.

Fig. 5. SUS questionnaire results.

5 Improvements Proposal and Conclusions

Basedon theprevious qualitative validation and following theSUS results, it is possible to
affirm that, although textual recommendations offer support to some extent, the platform
is still complex, especially for non-expert users.



This issue is confirmedby the learnability score obtained from theSUSquestionnaire.
In fact, the usability score (70.31) is considered a “good” score following the SUS
interpretation guidelines, however, the learnability (31.25) of the system is poor and not
acceptable, which has impacted the overall SUS score (62.5).

The consequences of the learnability score can be observed in the interaction analysis.
As shown in Figs. 3 and 4, although the users that had the textual recommendations
enabled (Fig. 4) performed more interactions in the workspace and more actions with
the nodes, they were not able to create a functioning ML pipeline.

One of the theories of this performance is the location and format of the recom-
mendations. The modal box containing the next steps to perform is at the bottom of the
screen, which may provoke it to be overlooked. On the other hand, the textual recom-
mendations can be lengthy even broken down into individual steps due to the complexity
of the topic, so they can be considered hard-to-follow.

Regarding the side menu containing the toolbox for creating the ML pipelines, most
of the users’ interactions were concentrated in this area, meaning that users spent more
time searching for the proper nodes than designing the pipeline. In addition, participants
were confused about finding the right node to add to the pipeline.

Finally, even if participants included the right nodes to carry out the training of the
ML algorithm, they could not properly connect the nodes to create the pipeline, resulting
in errors.

After this evaluation, there is a list of improvements to be included in the new
version of KoopaML (Fig. 6). The proposal is to provide the recommendations visually
by constraining the nodes that can be connected to a specific ML task. This way, the
connections can be made almost automatically, saving time for users from connecting
each socket in each node.

Fig. 6. Prototype sketch of the new interface.

Moreover, by using this graphical approach, the time spent on the side menu would
be reduced due to the downsizing of the available nodes to connect. In this sense, nodes
can be directly included through the selected node instead of going back and forth to the
menu (Fig. 7).



Fig. 7. Automatic connection of nodes based on suggestions.

These improvements are in the prototype phase. Future research lines will involve
the implementation of the improvements in KoopaML and further testing to compare
and measure the performance of the new version of the platform.
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