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Abstract. Temporal logics stands for a widely adopted family of formalisms for

the verification of computational devices, enriching propositional logics by oper-

ators predicating on the step-wise behaviour of a system. Its quantified extensions

allow to reason on the properties of the individual components of the system at

hand. The expressiveness of the resulting logics poses problems in correctly iden-

tifying a semantics that exploits its features without resorting to the imposition of

restrictions on the acceptable behaviours. In this paper we address this issue by

means of counterpart models and relational presheaves.
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1 Introduction

The words “temporal logics” stand for a widely adopted family of formalisms for the

specification and verification of computational devices, ranging from stand-alone pro-

grams to large-scale systems, which find applications in diverse areas such as synthesis,

planning and knowledge representation, see e.g. [29,6] among many others. Usually,

these logics have a propositional fragment at the core, which is extended by operators

predicating on the step-wise behaviour of a system. The framework proved extremely

effective, and after the foundational work carried out since Pnueli’s seminal paper [28],

research focused on the development of techniques for the verification of properties

specified via such logics, see e.g. [2,26] for their emphasis on (graph) rewriting.

The standard model for temporal logics is represented by transition systems (also

known as Kripke frames in logical jargon), where the states represent possible config-

urations of a device and the transition relation their possible evolution. Most often, the

states have some (algebraic) structure and one is interested not just on the topology of

each reachable state, but on the fate of its individual items as well. To this end, the use

of quantified temporal logics have been advocated. A typical example are graph log-

ics, where the states are graphs (i.e. algebras of a graph signature) and the transition

relation is given by a family of (partial) graph morphisms [7,8,9]. Unfortunately, such

logics are in general not decidable [11,19] and, as a consequence, many efforts have

been devoted to the definition of logics (or the identification of fragments) that sacrifice

expressiveness in favour of computability and efficiency.
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Besides these practical considerations, notice that also the characteristics of the se-

mantical models for such logics are not clearly cut. Consider for instance a model with

two states s0, s1, a transition from s0 to s1 and another transition going backward, and

an item i that appears in s0 only. Is item i being destroyed and (re)created again and

again? Or is it just an identifier that is being reused? The issue is denoted in the literature

as the trans-world identity problem (see [18] as well as [3] for a survey of the related

philosophical issues). An often adopted solution is to choose a set of universal items,

which are used to form each state. It is then obvious how it is possible to refer to the

same element across states. However, these solutions are not perfectly suited to model

systems with dynamic allocation and deallocation of components. Consider again the

above example. The problem is that item i belongs to the universal domain, and hence

it is exactly the same after every deallocation in state s1. But intuitively, every instance

of i should instead be considered to be distinct (even if syntactically equivalent).

The solution advanced by Lewis [24] is based on what is called the counterpart

paradigm: instead of a universal set of items, states are connected by (possibly partial)

morphisms, so that state items are local and state evolution may account for their deal-

location and merging. However, as far as we are aware, the use of counterpart semantics

for quantified temporal or modal logics has been sparse, and even more so the attempts

for their categorical presentation. The paper builds on the set-theoretical description

of a counterpart semantics for a modal logic with second-order quantifiers introduced

in [13], with the goal of explaining how that model admits a natural generalization and

presentation in a categorical setting, and how it can be adapted to offer a counterpart

semantics for (linear time) temporal logics with second-order quantifiers.

From a technical perspective, the starting point for our semantics was the hyperdoc-

trine presentation of first-order logics, as originally described by Lawvere in his work

on categories with equational structure [22,23]. More precisely, the direct inspiration

was the presheaf model for modal logics with first-order quantifiers presented in [15].

Our work extends and generalizes the latter proposal in a few directions. First of all, the

focus on temporal logics, with an explicit operator for next step, required to tweak the

original proposal by Ghilardi and Meloni by equipping our models with a chosen fam-

ily of arrows, which represent the basics steps of a system. Furthermore, the choice of a

counterpart semantics forced the transition relation between worlds to be given by fam-

ilies of partial morphisms between the algebras forming each world: this was modelled

by using relational presheaves, instead of functional ones, as the main tool. Related

to this, tackling second-order quantification required additional effort since relational

presheaves do not form a topos in general [27].

The paper has the following structure. Section 2 recalls some basic properties of

multi-sorted algebras, which describe the structure of our worlds. Section 3 presents

relational presheaves, showing how the latter capture a generalised notion of transition

system, where a transition step is given by a partial homomorphism, and how they

support suitable second-order operators. Section 4 introduces our logics, a monadic

second-order extension of classical linear time temporal logics, and Section 6 finally

shows how to provide it with a counterpart semantics, thanks to the categorical set-up

of the previous sections. This paper is rounded up by a concluding section and by a

running example, highlighting the features of the chosen logics.
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Related works. Functional presheaves can be seen as the categorical abstraction of

Krikpke frames. This idea was introduced in [15,16]. Developing this intuition, rela-

tional presheaves (see [27] for an analysis of the structure of the associated category)

can be thought of as a categorification of counterpart Kripke frames in the sense of

Lewis [24]. An in-depth presentation of classical counterpart semantics is in [18,3].

In this work we use relational preaheaves to provide a categorical account to the

notion of counterpart model defined in [13], introducing what we call counterpart W-

models. We then specialize our models to deal with temporal logics, equipping them

with what we call temporal structures.

As we already mentioned in the introduction, many authors considered quantified

temporal logics and have addressed their decidability and complexity issues. Since most

of our examples are motivated by applications to graph rewriting, we just refer to [2,30],

among others. Much less explored, though, is the side of categorical semantics. More

specifically, we are aware of a topos-theoretical description of a semantics for modal

logics in [1] and a presentation in terms of Lawvere’s doctrines in [5]. Moreover, for

connections between the areas of coalgebra and modal logic we refer to [21,20]. Notice

that the approaches presented in these works generalise in the categorical setting the

usual Kripke-style semantics, but not the counterpart one.

2 Some notions on multi-sorted algebras

We begin by recalling the definition of many-sorted algebras and their homomorphisms,

which lies at the basis of the structure of our worlds.

Definition 1. A many-sorted signature Σ is a pair (SΣ , FΣ) given by a set of sorts

SΣ = {τ1, . . . , τm} and by a set FΣ = { fΣ : τ1 × · · · × τm // τ | τi, τ ∈ SΣ}
of function symbols typed over S∗

Σ .

Definition 2. A many-sorted algebra A with signature Σ, i.e. a Σ-algebra, is a pair

(A,FA
Σ ) such that

– A is a set whose elements are typed over SΣ;

– FA
Σ is a family of typed functions { fA

Σ : Aτ1 × · · · ×Aτm
// Aτ | fΣ ∈ FΣ ∧

fΣ : τ1 × · · · × τm // τ }.

Notice that we denoted by Aτ the set {a ∈ A | a : τ} of elements of A with type τ .

Definition 3. Given twoΣ-algebrasA andB, a (partial) homomorphism ρ is a family

of (partial) functions ρ := { ρτ : Aτ
/ Bτ | τ ∈ SΣ} typed over SΣ such that

for every function symbol fΣ : τ1 × · · · × τm // τ and for every list of elements

(a1, . . . , am), if ρτi is defined for the element ai of type τi, then ρτ is defined for the

element fA
Σ (a1, . . . , am) and ρτ (f

A
Σ (a1, . . . , am)) = fB

Σ(ρτ1(a1), . . . , ρτm(am)).

Example 1 (Graph Algebra). Let us consider the signature ΣGr = (SGr, FGr) for di-

rected graphs. The set SGr consists of the sorts of nodes τN and edges τE , while the

set FGr is composed by the function symbols s, t : τE // τN , which determine,
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respectively, the source and the target node of an edge. In this case, aΣGr-Algebra G is

a directed graph and a homomorphism of ΣGr-algebras is exactly a (partial) morphism

of directed graphs. In Figure 1 we find the visual representations for three graphs G0,

G1 and G2.

n0 n1

n2

e2 e1

e0

n3 n4

e3

e4

n5

e5

Fig. 1. Three graphs: G0 (left), G1 (middle) and G2 (right)

Let Σ be a many-sorted signature, and let us fix disjoint, countably infinite sets Xτ of

variables for each sort symbol of SΣ . We let x : τ indicate an element x of the set Xτ .

In order to introduce the notion of term, we take into account signatures ΣX obtained

by extending a many-sorted signature Σ with a denumerable set X of variables typed

over SΣ . This allows to introduce the notion of open terms over ΣX in the usual way.

Definition 4. LetΣ be a many-sorted signature andX a denumerable set of individual

variables typed over SΣ . The many-sorted set T (ΣX) of terms obtained from ΣX is

the smallest such that

X ⊆ T (ΣX)

fΣ : τ1 × · · · × τm // τ ∈ FΣ ti : τi ∈ T (ΣX) for i = 1, . . . ,m

fΣ(t1, . . . , tm) : τ ∈ T (ΣX)

Finally, we recall the notion of context and term-in-context over a signature ΣX .

Definition 5. A context Γ over a signature ΣX is a finite list [x1 : τ1, . . . , xn : τn] of

(variable, sort)-pairs, subject to the condition that x1, . . . , xn are distinct.

A term-in-context takes the form t : τ [Γ ] where t is a term, τ is a sort, and Γ is a

context over the given signatureΣX . The well-formed terms-in-context are inductively

generated by the two rules

x : τ [Γ ′, x : τ, Γ ]

t1 : τ1 [Γ ] · · · tm : τm [Γ ]

fΣ(t1, . . . , tm) : τ [Γ ]

where fΣ : τ1 × · · · × τm // τ is a function symbol of FΣ .
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Definition 6. Given a many-sorted signature Σ, its syntactic category or category of

contexts Con(Σ) is defined as follows

– its objects are α-equivalence class of contexts;

– a morphism γ : Γ // Γ ′ , where Γ ′ = [y1 : τ1, . . . , ym : τm], is specified by

an equivalence class of lists of the form γ = [t1, . . . , tm] of terms over ΣX such

that ti : τi [Γ ] holds for i = 1, . . . ,m.

The composition of two morphisms is formed by making substitutions.

Recall that two contexts are α-equivalent if they differ only in their variables; in

other words, the list of sorts occurring in each context are equal (and in particular, the

contexts are of equal length). Requiring the objects of the syntactic category to be α-

equivalence classes of contexts ensures that the category Con(Σ) has finite products,

given by the concatenations of contexts. As for morphisms, the equivalence relation we

consider is the one identifying two terms if they are equal up to substitution.

3 A categorical perspective of counterpart models

Kripke semantics is widely used to assign a meaning to modal languages [4]; it stems

from Leibniz’s intuition of defining necessity as truth in every possible world. We start

this section recalling the notion of Kripke frame, widely used in the analysis of modality,

and its development into counterpart semantics.

Definition 7. A Kripke frame is a 4-tuple 〈W,R,D, d〉 defined as

– W is a non-empty set;

– R is a binary relation of W ;

– D is a function assigning to every w ∈W a non-empty set D(w) such that if wRw′

then D(w) ⊆ D(w′);
– d is a function assigning to every w ∈W a set d(w) ⊆ D(w).

The set W is intuitively interpreted as the domain of possible worlds, whereas R is the

accessibility relation among worlds. Each outer domain D(w) contains the objects of

which it makes sense to talk about in w, while each inner domain d(w) contains the

individuals actually existing in w.

Notice that Kripke frames are usually assumed to satisfy the increasing outer do-

main condition, i.e. for all w,w′ ∈ W , ifwRw′ thenD(w) ⊆ D(w′), but this condition

could represent a strong, and not enough motivated, constraint both philosophically and

from the point of view of applications. Over the years, this condition has been the heart

of several discussions and controversies.

In particular, Lewis denied the possibility of identifying the same individual across

possible worlds, and he substituted the notion of trans-world identity with a counterpart

relation C, introducing counterpart theory [24]. In order to assign a meaning to terms

necessary and possible according to Lewis’ counterpart theory, Kripke frames are en-

riched by a functionC such that for allw,w ∈ W ,Cw,w′ is a relation onD(w)×D(w′),
intuitively interpreted as the counterpart relation.
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Definition 8. A counterpart frame is a 5-tuple 〈W,R,D, d, C〉 defined as

– W,R,D, d are defined as for Kripke frames, butD need not to satisfy the increasing

outer domain condition;

– C is a function assigning to every 2-tuple 〈w,w′〉 a subset of D(w) ×D(w′).

As anticipated, Kripke-like solutions are not perfectly suited to model, for example,

systems with dynamic allocation and deallocation of components. This will be clearer

later, when we present Example 11.

Alternative solutions based on counterpart relations are e.g. introduced in [13],

where the authors introduce a novel approach to the semantics of quantified µ-calculi,

considering a sort of labeled transition systems as semantic domain (called counterpart

models), where states are algebras and transitions are defined by counterpart relations

(a family of partial homomorphisms) between states.

We conclude this section recalling the notion of counterpart model from [13].

Definition 9. Let Σ be a many-sorted signature and A the set of algebras over Σ. A

counterpart model is a triple M := 〈W, , d〉 such that

– W is a set of worlds;

– d : W // A is a function assigning to each world ω ∈ W a Σ-algebra;

–  ⊆ (W × (A⇀ A)×W ) is the accessibility relation over W enriched with (par-

tial) homomorphisms (counterpart relations) between the algebras of the connected

worlds.

The elements of are defined such that for every (w1, cr, w2) ∈ we have that cr :
d(w1) ⇀ d(w2) is a (partial) homomorphism. In particular, each component cr of 

explicitly defines the counterparts in (the algebras assigned to) the target world of (the

algebras assigned to) the source world.

The intuition is that we are considering a transition system labeled with morphisms

between algebras, as an immediate generalization of graph transition systems. The

counterpart relations allow to avoid the trans-world identity, i.e. the implicit identifi-

cation of elements of (the algebras of) different worlds sharing the same name. As a

consequence, the name of the elements has a meaning local to the belonging world. For

this reason, as we will see, the counterpart relations allow for the creation, deletion,

renaming and merging of elements in a type-respecting way.

3.1 Relational presheaves models

The main goal of this section is to explain how the counterpart model introduced in [13]

admits a natural generalization and presentation from a categorical setting.

To fix the notation, and in order to provide the intuition behind the models we in-

troduce, we briefly recall from [15] an interesting presentation of the notions of world,

process and individuals arising from modal logic, in terms of presheaves.

In particular, given a small category W , its objects σ, ω, ρ, . . . can be considered

as worlds or instants of time, and the arrows f : σ // ω of the category repre-

sent temporal developments or ways of accessibility. Notice that in the usual notion of
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Kripke-frame the accessibility relation R is simply required to be a binary relation on

the set W of worlds. In particular, this means that two worlds are connected by at most

one temporal development or that there is at most one way to pass from a given world

to another. This is a constraint that we would like to avoid. The natural generalization

of considering a set of worlds W and a relation R is considering a category W .

From this perspective, a presheaf D : Wop // Set assigns to every world ω

the set Dω := D(ω) of its individuals, and to a temporal development f : σ // ω

a function Df : Dω
// Dσ between the individuals living in the worlds ω and σ.

Therefore, if we consider two elements a ∈ Dω and b ∈ Dσ, the equality b = Df(a)
can be read as a is a future development with respect to f of b.

In other words, the notion of presheaf represents the natural categorification of the

notion of counterpart frame whose counterpart relation is functional. In particular, it is

direct to check that, given presheaf D : Wop // Set , one can define a counterpart

frame 〈W,R,D, d, C〉 as follows

– W is given by the objects of the category W ;

– ωRσ if and only if there exists at least an arrow ω → σ of W ;

– d and D coincide and are given by the action of the presheaf D : Wop // Set

on the objects of W , i.e. D(ω) = D(ω) = Dω;

– C assigns to a given 2-tuple 〈ω, ω′〉 the subset of D(ω) ×D(ω′) whose elements

are pairs 〈a, a′〉 such that a ∈ D(ω), a′ ∈ D(ω′) and there exists an arrow

f : ω // ω′ such that a = Df (a
′).

Thus, we have seen that the choice of presheaves for the counterpart semantics is

quite natural, but it comes with some restrictions: one of the main reasons why such

semantics has been introduced is not only to avoid the increasing outer domain con-

dition, but more generally to avoid the constraint that every individual of a world w

has to admit a counterpart in every world connected to w. Presheaves clearly are not

subject to the increasing outer domain condition but if we consider a temporal develop-

ment f : ω // σ , and being Df a total function, we have that for every individual

of Dσ there exists a counterpart in Dω. This forces that an individual t living of the

world σ necessarily has a counterpart in the world ω with respect to the development

f : ω // σ . So, to fully abstract the the idea of counterpart semantics in categorical

logic and the notion of counterpart frame, we have to consider the case in which

Df : Dσ
//✤

Dτ

is an arbitrary relation. Therefore, in this context considering an element 〈a, b〉 ∈ Df

can be read as a is the future counterpart with respect the development f of b. Therefore,

we recall the notion of relational presheaf.

Definition 10. A relational presheaf is a functor X : Cop // Rel , where Rel de-

notes the category of sets and relations.

The generality of the notion of relational presheaf allows for example to deal with

partial functions, and to avoid the previously described situations.
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Relational presheaves form a category with finite limits if as morphisms we con-

sider the families of set functions ψ := { fσ : Xσ
// Uσ }σ∈C such that for every

g : σ // τ of the base category, we have that

〈t, s〉 ∈ Xg ⇒ 〈fτ (t), fσ(s)〉 ∈ Ug

where s ∈ Xσ and t ∈ Xτ . We call this kind of morphisms relational morphisms, and

we denote the category of relational presheaves and relational morphisms as [Wop,Rel].
Thus, we have seen the link between counterpart frames and relational presheaves.

Now we introduce the new notion of counterpart W-model and we explain how this

notion is a categorification of the notion of counterpart model in the sense of [13].

Definition 11. Let Σ be a many-sorted signature. A counterpart W-model is a triple

T = (W ,SΣ ,FΣ) such that

– W is a category of worlds;

– SΣ = { [|τ |]T : Wop // Rel }τ∈SΣ
is a set of relational preshaves on W , in-

dexed on SΣ;

– FΣ = { I(fΣ) : [|τ1|]T × · · · × [|τm|]T // [|τ |]T }fΣ∈FΣ
is a set of morphisms of

relational presheaves.

Definition 12. Let us consider a signatureΣ and a categoryW of worlds. We define the

category of counterpart W-models, denoted by count-W-model(Σ), as the category

whose objects are counterpart W-models T, and whose morphisms F : T // T′

are families of morphismsF := { Fτ : [|τ |]T // [|τ |]T
′

}τ∈SΣ
of relational presheaves,

commuting with the relational morphisms of FΣ and F′
Σ , i.e. Fτ ◦ I(fΣ) = I ′(fΣ) ◦

(Fτ1 × · · · × Fτm) for all function symbols fΣ : τ1 × · · · × τm // τ ∈ FΣ of the

signature.

The notion of counterpart W-model admits a clear interpretation also from the cat-

egorical perspective of functorial semantics. In details, observe that, by definition, a

counterpart W-model T = (W ,SΣ,FΣ) assigns to every sort τ of the signature

Σ a relational presheaf [|τ |]T : Wop // Rel and to every function symbol fΣ a

morphism of relational presheaves I(fΣ) : [|τ1|]T × · · · × [|τm|]T // [|τ |]T . There-

fore a counterpart W-model can be represented as a preserving finite products functor

FW : Con(Σ) // [Wop,Rel] from the syntactic category Con(Σ) into the cate-

gory [Wop,Rel] of W-presheaves.

Similarly, every such functor FW : Con(Σ) // [Wop,Rel] induces a counter-

part W-model. It is thus straightforward to check that the following result holds.

Theorem 1. For every category W , the category count-W-model(Σ) of counterpart

W-models is equivalent to the category FP(Con(Σ), [Wop,Rel]) of finite product pre-

serving functors and natural transformations from the syntactic category Con(Σ) to

[Wop,Rel] of relational presheaves over W .
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Notice that if we want to recover in this categorical framework the original idea behind

the notion of counterpart models introduced in [13], i.e. that every world is sent to a

Σ-algebra, we just need to consider counterpart W-models T = (W ,SΣ ,FΣ) where

every relational presheaf of SΣ sends a morphism f : ω // σ of W to a relation

[|τ |]Tf : [|τ |]Tσ //✤

[|τ |]Tω whose converse ([|τ |]Tf )
† : [|τ |]Tω //✤

[|τ |]Tσ is a partial

function.

In particular, in the following two results we provide the precise link between coun-

terpart models in the sense of [13] (see Def. 9) and counterpart W-models.

Proposition 1. Les us consider a counterpart W-model T = (W ,SΣ ,FΣ) such that

every relational presheaf of SΣ sends a morphism f : ω // σ of W to a relation

[|τ |]Tf : [|τ |]
T
σ

//✤ [|τ |]Tω whose converse ([|τ |]Tf )
† : [|τ |]Tω //✤ [|τ |]Tσ is a partial

function. Then the triple MT := 〈WT, T, dT〉 where

– the set of worlds is given by the objects of the category W , i.e. WT = ob(W),

– dT : WT
// A is a function assigning to each world ω ∈ WT the Σ-algebra

dT(ω) := (Aω , F
Aω

Σ ) whereAω :=
⋃

τ∈SΣ
{[|τ |]Tω} andFAω

Σ :=
⋃

fΣ∈FΣ
{I(fΣ)ω},

– for every arrow f : ω // σ of W we define an element (ω, crf , σ) ∈ T where

the function crf : dT(ω) / dT(σ) is defined on a given typed element a ∈

[|τ |]Tσ as crf (a) := ([|τ |]Tf )
†(a)

is a counterpart model.

Similarly, one can directly check the dual result.

Proposition 2. Let Σ := (SΣ , FΣ) be a many-sorted signature, and let M := 〈W, 
, d〉 be a counterpart model. Then the triple TM = (W ,SΣ ,FΣ) where

– the category W is the category whose objects are the worlds of W and whose

arrows are obtained by defining for every element (ω1, cr, ω2) ∈ a generating

arrow cr : ω1 → ω2,

– for a sort τ of SΣ we define the relational presheaf [|τ |]TM : Wop // Rel by

the assignment [|τ |]TM

ω := d(ω)τ and for a generating arrow cr : ω1
// ω2 of

W we define [|τ |]TM

ω := (cr)†τ ,

– for any function symbol fΣ : τ1 × · · · × τm // τ of ∈ FΣ we define the natu-

ral transformation I(fΣ) : [|τ1|]TM × · · · × [|τm|]TM // [|τ |]TM by the assign-

ment I(fΣ)ω := f
d(ω)
Σ

is a counterpart W-model and every relational presheaf of SΣ sends a morphism

f : ω // σ of W to a relation [|τ |]TM

f : [|τ |]TM

σ
//✤ [|τ |]TM

ω whose converse

([|τ |]TM

f )† : [|τ |]TM

ω
//✤

[|τ |]TM

σ is a partial function.
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Remark 1. Let Σ := (SΣ , FΣ) be a many-sorted signature, and let M := 〈W, 
, d〉 be a counterpart model. Notice that if we first construct the counterpart W-model

TM employing Proposition 2, and then we construct the counterpart model M(TM)

employing Proposition 1, we have that the counterpart model M(TM) may be different

from M. As it will be shown in Theorem 2, when considering temporal structures such

a difference will be irrelevant, from a semantic point of view.

Example 2. Let us consider the ordinary signature ΣGr = (SGr, FGr) for directed

graphs introduced in Example 1. The notion of counterpart W-model allows us to pro-

vide a categorical presentation of the counterpart semantics presented in [13]. In this

case, a counterpart W-model TGr = (W ,SΣGr
,FΣGr

) consists of

– a category of worlds W ;

– SΣGr
= {[|τN |]T, [|τE |]T}, where [|τN |]Tand [|τE |]T are two relational presheaves on

the category W of worlds such that ([|τN |]Tf )
† and ([|τE |]Tf )

† are partial functions for

every arrow f : ω // σ of W ;

– FΣGr
= {I(s), I(t)}, where I(s) : [|τE |]T // [|τN |]T and I(t) : [|τE |]T // [|τN |]T

are two morphisms of relational presheaves such that every component I(t)ω and

I(s)ω is a function.

As anticipated in Proposition 1, to present as particular case the notion of counterpart

model in [13], where each world is sent to a directed graph, we needed to require that

both I(t)ω and I(s)ω are functions for every world ω. Therefore, given the model TGr,

we have again that every world ω is mapped to a directed graph

d(ω) := ([|τN |]Tω , [|τE |]
T

ω , I(s)ω , I(t)ω)

identified by the set of nodes [|τN |]Tω , the set of arcs [|τE |]Tω , and the two functions

I(s)ω , I(t)ω : [|τE |]Tω // [|τN |]Tω . Moreover, every morphism f : ω // σ of the

category W induces a partial homomorphism of directed graphs

crf : d(ω) / d(σ)

given by crf := (([|τN |]Tf )
†, ([|τE |]Tf )

†).

Example 3. As an instance of Example 2, we consider our running example, i.e. the

three graphs G0, G1 and G2 presented in Fig. 1 of Example 1. In this case we consider

a category W whose objects are three worlds ω0, ω1 and ω2 and the morphisms are

generated by the compositions of

ω0
f0 // ω1

f2

//

f1
//
ω2

f3 // ω2.

The relational presheaves of nodes and edges are given by the assignment

– [|τN |]Tωi
:= NGi

, where NGi
is the set of nodes of the graph Gi;
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– [|τN |]Tf0 := {(n3, n0), (n4, n1), (n3, n2)} ⊆ NG1
×NG0

;

– [|τN |]Tf1 := {(n5, n3), (n5, n4)} ⊆ NG2
×NG1

;

– [|τN |]Tf2 := {(n5, n3), (n5, n4)} ⊆ NG2
×NG1

;

– [|τN |]Tf3 := {(n5, n5)} ⊆ NG2
×NG2

;

and

– [|τE |]Tωi
:= EGi

, where EGi
is the set of edges of the graph Gi.

– [|τE |]Tf0 := {(e3, e0), (e4, e1)} ⊆ EG1
× EG0

;

– [|τE |]
T

f1
:= {(e5, e3)} ⊆ EG2

× EG1
;

– [|τE |]Tf2 := {(e5, e4)} ⊆ EG2
× EG1

;

– [|τE |]Tf3 := {(e5, e5)} ⊆ EG2
× EG2

.

The natural transformations I(s), I(t) are the domain and codomain maps. Notice that

both ([|τN |]Tfi)
† and ([|τE |]Tfi )

† are partial functions for i = 0 . . . 3. Therefore we are

under the hypotheses of Proposition 1. Thus, following the assignment of Example 2,

we can consider the counterpart model 〈W, , d〉 corresponding to the counterpart W-

model, and we have that d(ωi) = Gi, and crfi can be represented graphically as follows

n0 n1

n2

e2 e1

e0

n3 n4

e3

e4

n5

e5

Fig. 2. A counterpart model with three sequential worlds

This counterpart model in Figure 3 illustrates two executions of our running exam-

ple instantiated with three processes (edges). The two evolutions try to instantiate the

main features of our logic, as presented in the next sections. The counterpart relations

(drawn with dotted lines and colors to distinguish crf1 from crf2 ) reflect the fact that

at each transition one process (edge) is discarded and its source and target channels

(nodes) are merged. In particular, the transition crf0 := (([|τN |]Tf0)
†, ([|τE |]Tf0)

†) deletes

edge e2 and merges nodes n0 and n2 into n3. Similarly for crf1 and crf2 , while crf3 is

a cycle preserving both e5 and n5 , denoting that the system is idle, yet alive.
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3.2 Relational power-set presheaf

While presheaves form a topos, and then the category of presheaves is strong enough

to deal with higher-order features, relational presheaves on a given category rarely have

such a structure, as observed in [27]. This is due to the fact that the category Set is a

topos while the category of sets and relations Rel is not a topos, but an allegory [12].

To give an intuition of what an allegory is we recall the paradigm of [12]: allegories are

to binary relations between sets as categories are to functions between sets.

However, even if the category of sets and relations lacks the topos structure, and in

particular power-objects, one could employ relational presheaves for higher-order using

the structure of power-allegory of the category of relations. For the formal definition

and the proof that Rel is a power-allegory we refer the reader to [12, Prop. 2.414],

while now we briefly discuss how one can define the power-set relational presheaf

P(X) : Cop // Rel of a given presheaf X : Cop // Rel .

So, let us consider a relational presheaf X : Cop // Rel . While the action of

the functor P(X) : Cop // Rel we are going to define is clear on the objects, i.e. σ

is sent to the power-setP(Xσ) ofXσ, the problem of lifting a relation R : X //✤

Y

to a relation on the power-sets R′ : P(A) //✤ P(B) has to be treated carefully.

In fact, one could define for every morphism f : σ // ω of C the relation

P(X)f : P(X)ω //✤ P(X)σ such that for every A ⊆ Xω and B ⊆ Xσ we have

〈A,B〉 ∈ P(X)f ⇐⇒ (∀a ∈ A, ∃b ∈ B : 〈a, b〉 ∈ Xf ) & (∀b ∈ B, ∃a ∈ A : 〈a, b〉 ∈ Xf ).

This is a quite natural way of lifting relations to relations of power-sets, but notice

that in this case P(X) is just a lax-functor, and not a functor. In fact, we have that

P(X)gf ⊆ P(X)fP(X)g, but these two sets are not equal.

Since we are interested in considering relational presheaves in the strict sense, we

have to lift relations in a different way. To this aim we employ the known equivalence

between relations and Galois connections (or maps) on power-sets [14], i.e. the equiva-

lence between Rel and Map(Pow).

Recall from [14, Ex. 2] that given a relation R : A //✤

B , we can define a

function (preserving arbitrary unions) PR : P(B) // P(A) by assigning

PR(S) := {a ∈ A |∃b ∈ S : aRb}

to every subset S ⊆ B. Moreover, given the equivalenceRel ≡ Map(Pow), and using

the fact that Pow = (Powop)op, we can immediately conclude that the assignment

R 7→ PR preserves the compositions and the identities.

Definition 13. Let X : Cop // Rel be a relational presheaf. The relational power-

set presheaf P(X) : Cop // Rel is the functor defined as

– for every object σ ∈ C, P(X)(σ) is the power-set of Xσ;

– for every f : σ // ω we define the relation P(X)f : P(X)ω //✤ P(X)σ

as P(X)f := PXf
.
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In particular, the relational presheaf P(X) : Cop // Rel is an ordinary presheaf

P(X) : Cop // Set . Finally, given a relational presheaf X : Cop // Rel we

define the epsiloff relational presheaf ∈X : Cop // Rel .

Definition 14. Let X : Cop // Rel be a relational presheaf. The epsiloff rela-

tional presheaf is the functor ∈X : Cop // Rel defined as

– for every σ ∈ C, ∈X (σ) := {(a,A) ∈ Xσ × P(X)σ | a ∈ A};

– for every f : σ // ω , (∈X)f is the relation given by 〈(b, B), (a,A)〉 ∈ (∈X)f
if and only if 〈b, a〉 ∈ Xf and P(X)f (B) = A where B ⊆ Xω and A ⊆ Xσ .

It is direct to check that ∈X is a functor, i.e. that it preserves compositions and

identities, and also that, while the relational power-set presheaf is a set-valued sheaf,

the epsiloff presheaf is just a relational presheaf in general.

4 Syntax of quantified temporal logic

Before presenting the syntax of our logic, we consider a set of second-order variables

χ ∈ X , where a variable χτ with sort τ ∈ SΣ ranges over sets of elements of sort τ .

Definition 15. Let Σ be a many-sorted signature, X a set of first-order variables and

X a set of second-order variables, both typed over SΣ . The set FΣ of formulae of our

temporal logic is generated by the rules

φ := tt | ε ∈τ χ | ¬φ | φ ∨ φ | ∃τx.φ | ∃τχ.φ | Oφ | φ1Uφ2.

Whenever clear from the context, subscripts and types may be omitted.

The next operator O provides a way of asserting that something has to be true at

the next step, i.e. Oφ means that φ has to hold at the next state. The until operator U

can be explained as follows: φ1Uφ2 means that φ1 has to hold at least until φ2 becomes

true, which must hold at the current or a future position. The sometimes modality ♦ is

obtained as ♦φ := ttUφ and the always modality � as �φ := ¬♦¬φ.

Notice that the standard boolean connectives ∨,→,↔ and the universal quantifiers

can be derived as usual. Moreover, the typed equality =τ can be derived as ǫ1 =τ

ǫ2 ≡ ∀τχ.(ǫ1 ∈τ χ ↔ ǫ2 ∈τ χ). We also remark that ∈τ is a family of membership

predicates typed over SΣ indicating that the evaluation of a term with sort τ belongs to

the evaluation of a second-order variable with the same sort τ .

As usual, we consider formulae in context, defined as [Γ,∆] φ, where φ is a formula

of FΣ , Γ is a first-order context and ∆ is the second-order context.

We now move to a different syntax that is equivalent to the previous one, yet de-

scribes only those formulae which are in positive form. Such a syntax includes derived

operators in order to have negation applied only to atomic proposition. This is a stan-

dard presentation for linear time temporal logics, and it will be pivotal for our semantics,

since it allows to capture negation in terms of set complementation.
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Definition 16. Let Σ be a many-sorted signature, X a set of first-order variables and

X a set of second-order variables, both typed over SΣ . The set FΣ of positive formulae

of our temporal logic is generated by the rules

φ := tt | ε ∈τ χ | ¬φ

and

ψ := φ | ψ ∨ ψ | ψ ∧ ψ | ∃τx.φ | ∃τχ.ψ | | ∀τx.φ | ∀τχ.ψ | Oψ | ψ1Uψ2 | ψ1Wψ2

where ψ1Wψ2 denotes the weak until operator.

Nowψ1Wψ2 means thatψ1 has to hold at least untilψ2 or, if ψ2 never becomes true,

ψ1 must remain true forever. We will often use ff for ¬tt. In this setting, the operators

♦ and � can be presented as ♦ψ := ttUψ and �ψ := ψWff .

On the following we will mostly consider just positive formulae, hence dropping

the adjective whenever it is not ambiguous.

Example 4. Consider again the graph signature, the counterpart model of Figure 3, and

the typed predicates presentτ (x) ≡ ∃τy.x =τ y regarding the presence of an entity

with sort τ in a world (the typing is usually omitted). Combining this with next operator

we can speak about elements that are present at the given world and that will be present

at the next step for example, i.e. presentτ (x) ∧ O(presentτ (x)).
Instead, notice that even if ¬presentτ (x) is a formula of our logic, it is not in pos-

itive form. An equivalent formula in positive form is ∀τy.x 6=τ y, where the expression

x 6=τ y is equivalent to ∃τχ.(x ∈τ χ ∧ y 6∈τ χ). For the sake of conciseness, we will

freely use both ¬presentτ (x) and x 6=τ y.

Moreover, consider the predicate loop(x) ≡ s(x) = t(x) characterizing the pres-

ence of a cycle. The following formulae express different properties of our running

example: O(∃τEx.loop(x)) states that at the next step there exists a loop, i.e. an edge

whose source and target are equal. The formula �(presentτE (x)) means that for all

the evolutions of our systems there exists at least an edge. The formula ∃τNx.(((x 6=
y)∧O(x = y)) means that given a node y, there exists another different node that at the

next step will be identified with y at the next step. Finally, the formula�(∃τEe.s(e) =
x ∧ t(e) = y) means that the nodes x and y will always be connected by an edge.

5 Temporal structures and semantics

5.1 Temporal structures

The notion of hyperdoctrine was introduced by Lawvere in a series of seminal papers

[23,22] to provide a categorical framework for first order logic.

In recent years, this notion has been generalized in several settings, for example

introducing elementary and existential doctrines [25,31] and modal hyperdoctrines [5].

In particular, in [17,16] modal hyperdoctrines are introduced employing the notion of

attribute associated to a given presheaf, or more generally, to a relational presheaf as a

categorification of the model semantics. We start recalling the notion of set of classical

attributes, and then we show how by simply fixing a class of morphisms of the base

category of a presheaf, we can construct the main temporal operators.
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Definition 17. Let X : Wop // Rel be a relational presheaf. We define the set

T (X) := {{Aω}ω∈W | Aω ⊆ Xω}

whose objects are called classical attributes.

The set of classical attributes has a natural structure of complete boolean algebra when

we consider the order provided by the inclusion. Moreover, a morphism f : X // D

of relational presheaves induces a morphism of boolean algebras

f∗ : T (D) // T (X)

between the sets of classical attributes. In particular, this action is given by pulling back

world-by-world, i.e. forA ∈ T (D), computing the pullback for every world ω as below

and defining f∗(A) := {f∗
ω(Aω)}ω∈W ∈ T (X) for each A ∈ T (D).

f∗
ω(Aω)

�

�

//

��

Xω

fω

��

Aω
�

�

// Dω

Given a relational presheaf X : Wop // Rel and a classical attribute A =
{Aω}ω∈W of T (X) and an element s ∈ Xω, we use the validity notation s �Xω A

to mean that s ∈ Aω. Therefore, writing s �Xω A means that at the world or instant ω,

an individual s of Xω satisfies the propertyA.

Definition 18. We say that a relational presheaf X : Wop // Rel is equipped

with a temporal structure T, if the base category W is considered together with a

class of morphisms T.

Given a relational presheaf X : Wop // Rel , the idea is that the class T represents

the atomic processes or the indecomposable operations of W .

Definition 19. Given a temporal structure T on X : Wop // Rel we denote by

path(T, ω) the class of sequences t := (t1, t2, t3, . . . ) of arrows such that tn ∈ T and

such that dom(t1) = ω and cod(ti) = dom(ti+1) for i ≥ 1.

Given a sequence t := (t1, t2, t3, . . . ) we denote by t≤i the arrow titi−1 · · · t1.

Moreover we denote ωi := cod(ti). The intuition is that the class of arrows path(T, ω)
represents the T-evolutions of the state ω. The choice of the name temporal structure

is due to the fact that by simply fixing a class T, we can define operators O, U, � and

♦ on the complete boolean algebra T (X) of classical attributes.

Definition 20. Let us consider a temporal structure T on X : Wop // Rel . For

every element A := {Aω}ω∈W of T (X) and s ∈ Xω we define

– s �Xω O(A) if and only if for every arrow t : ω // σ of T, there exists an

element z ∈ Dσ such that 〈z, s〉 ∈ Xt and z �Xσ A;
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– s �Xω AUB if for every t ∈ path(T, ω) there exists an n̄ such that for every i ≤ n̄

there exists zi ∈ Xωi
such that 〈zi, s〉 ∈ Xt≤i

and zi �
X
ωi

A and an element

zn̄ ∈ Xωn̄
such that 〈zn̄, s〉 ∈ Xt≤n̄

and zn̄ �
X
ωn̄

B.

– s �Xω AWB if for every t ∈ path(T, ω), we have that for every i there exists

zi ∈ Xωi
such that 〈zi, s〉 ∈ Xt≤i

and zi �
X
ωi
A or there exists an n̄ such that for

every i ≤ n̄ there exists zi ∈ Xωi
such that 〈zi, s〉 ∈ Xt≤i

and zi �
X
ωi
A and an

element zn̄ ∈ Xωn̄
such that 〈zn̄, s〉 ∈ Xt≤n̄

and zn̄ �
X
ωn̄

B.

Recall that given a relational presaheaf X : Wop // Rel , the top element of the

boolean algebra T (X) is given by the attributes ⊤ = {Xω}ω∈W and the bottom el-

ement by ⊥ = {∅ω}ω∈W since the order of T (X) is given by the inclusion of sets.

Therefore, employing the previous notions, we can define the operators ♦A and �A as

♦A := ⊤UA and �A := AW⊥.

Remark 2. Notice also that by definition, we have that s �Xω AUB iff s ∈ Cω for every

Cω ⊆ Xω such that Cω = Bω ∨ (Aω ∧ O(C)ω) (and similarly for s �Xω AWB). In

other words, the set (AUB)ω can be more concisely described as the least fixed point,

with respect to the order given by set inclusion, of the function Bω ∨ (Aω ∧ O(−)ω)
and analogously, (AWB)ω as the greatest fixed point of the same function (recall that

the boolean structures of attributes is given by the set theoretic inclusions, hence ∨ and

∧ are given by the union and the intersection of sets, respectively).

Example 5. Let us consider a temporal structure T on X : Wop // Rel . Given an

attribute A ∈ T (X) and s ∈ Xω it is direct to check that ♦A and �A can be directly

described as follows

– s �Xω �A if for every t ∈ path(T, ω) and for every i there exists an element

zi ∈ Xωi
such that 〈zi, s〉 ∈ Xt≤i

and zi �
X
ωi
A;

– s �Xω ♦A if for every t ∈ path(T, ω) there exist n̄ and an element zn̄ ∈ Xωn̄
such

that 〈zn̄, s〉 ∈ Xt≤n̄
and zn̄ �

X
ωn̄

A.

Remark 3. Notice that in the definition of classical attributes, the relational structure

of a given relational presheaves has no rule, while it is fundamental in defining the

temporal operators embodying the fundamental idea of the counterpart semantics.

However, depending of what kind of logic we are interested in, different conditions

can be imposed or required on the notion of attribute. For example, one can impose the

so called stability condition with respect to the past, i.e. for every relational presheaf

X : Cop // Rel , we define

R(X) := {{Aω}ω∈C | Aω ⊆ Xω}

where every family {Aω}ω∈C satisfies the following stability condition

f : σ // τ , 〈t, s〉 ∈ Xf and t ∈ Aτ implies s ∈ Aσ.

This kind of attributes are introduced in [17] to apply the relational semantics in in-

tuitionistic logic. However, considering this notion of attributes requires a careful anal-

ysis of the interpretation of quantifiers because, for example, the usual Beck Chevalley

condition in general is not satisfied in this semantics. For details we refer to [17].
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Example 6. A flow of time is a pair (T,<) where T is a non-empty set whose elements

are called time points and < is an irreflexive and transitive binary relation on T . Given

two time points s, u ∈ T , s < u intuitively means that s is earlier of u. Requiring

that < is irreflexive is thus motivated by the fact that no time point should be in the

past or future of itself, and < has to be transitive because t is earlier than u, and u

earlier than v, then we expect t to be earlier than v. A flow of time is linear if given

any two distinct time points in it, one is before the other, i.e. for every s, t ∈ T such

that s 6= t we have that either s < t or t < s. A natural choice of base and temporal

structure is thus a linear flow of time (T,≤) and the free category W(T ) on it. Then

every relational presheaf X : W(T )op // Rel admits a natural temporal structure

T provided by the set of arrows of relation <. We will observe in the following section

that this choice allows us to obtain the standard semantics for LTL as particular case of

our constructions and notions. In particular, the interpretation of the temporal operators

O,♦,�,U,W coincide precisely with the usual interpretation of LTL.

Example 7. The notions of Kripke frame and of flow of time are an intuitive abstrac-

tion of systems that evolve or change over instants of time. However, notice that both

of them suffer of the limitation that the relation between worlds or instants of time has

to be binary. This represents a serious constraint if, for example, one want to consider

a simple situation in which a system could evolve in another one through two distinct

developments. Moreover, the requirement that the relation < in the definition of flow

of time has to be transitive and irreflexive does not allow to consider reversible process

or reversible developments. This is quite natural if one has to work with time develop-

ments, but if we are interesting in a more general situation, we have to consider different

notions, such as e.g. labelled transition systems. Recall that a labelled transition system

(LTS) is a triple (S,L,→), where S is a non-empty set of states, L is the set of labels,

and →⊂ S × L × S is a relation, which is total in the first component, i.e. for every

s ∈ S there exists a label l ∈ L and a state s′ such that (s, l, s′) ∈→. Therefore, another

meaningful choice for the category of worlds and the temporal structure is considering

an LTS (S,L,→) and the free category W(S) on it. Then every relational presheaf

X : W(S)op // Rel admits a temporal structure give by the set TS of arrows of

the relation →, where the next time operator O has exactly the intuitive meaning of it

holds at every next-step of length one.

5.2 Semantics via temporal structures

In this section we show how relational presheaves and temporal structures can be em-

ployed to obtain models for our quantified temporal logic. Recall that in the semantics

of worlds, providing the interpretation of a formula means providing an interpretation

of such a formula in every world.

Definition 21. Let Σ be a many-sorted signature. A temporal counterpart W-model

is defined by T := (W ,T,SΣ ,FΣ)

– the triple (W ,SΣ ,FΣ) is a counterpart W-model;
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– every relational presheaf X : Wop // Rel of SΣ is equipped with the tempo-

ral structure T.

The presence of a temporal structure allows us to refine Proposition 1 and Proposi-

tion 2 in the context of temporal W-counterpart models, and to obtain the following

correspondence with counterpart models in the sense of [13].

Theorem 2. There is a bijective correspondence between counterpart models 〈W, 
, d〉 and temporal W-counterpart models (W ,T,SΣ,FΣ) where W is freely generated

by the set of objects ob(W) and the class of arrows T and every relational presheaf of

SΣ sends a morphism f : ω // σ of W to a relation [|τ |]Tf : [|τ |]
T
σ

//✤

[|τ |]Tω

whose converse ([|τ |]Tf )
† : [|τ |]Tω //✤ [|τ |]Tσ is a partial function.

Proof. The construction of a temporal W-counterpart model from a counterpart model

is given exactly as in Proposition 2 with the obvious choice of the temporal struc-

ture. What changes is only the definition of a counterpart model from a temporal W-

counterpart model. In fact, while in Proposition 1 every arrow f : ω1
// ω2 of the

base category induces an element (ω1, crf , ω2) ∈ , if we start from a temporal W-

counterpart model as in Theorem 2, we define an elements (ω1, crf , ω2) ∈ only for

those arrows f ∈ T of the temporal structure. It is direct to check that these two con-

structions provide a bijective correspondence.

Now we show how terms-in-context and formulae-in-context are interpreted in our

model. We start by noticing that, by definition of temporal W-counterpart model, the

interpretation of sorts, function and relation symbols is already fixed. Therefore, for the

rest of this section we fix a temporal W-counterpart model T = (W ,T,SΣ,FΣ).
First of all, given a first-order context Γ = [x1 : τ1, . . . , xn : τn], we denote by

[|Γ |]T := [|τ1|]
T × · · · × [|τn|]

T

the relational presheaf associated to the contextΓ via the counterpartW-model (W ,SΣ,FΣ).
Then, given a second-order context ∆ = [χ1 : τ1, . . . , χm : τm], we denote by

[|∆|]T := P([|τ1|]
T)× · · · × P([|τm|]T)

where P([|τi|]
T) denotes the relational power-set presheaf of [|τi|]

T, see Definition 13.

Therefore we define the interpretation

[|Γ,∆|]T = [|Γ |]T × [|∆|]T.

Recall that a term in a given context [Γ,∆] t : τ is then interpreted as a morphism

of relational presheaves, defined as

– if t = xi then [|t|]T is the projection πi : [|Γ,∆|]T // [|τ |]T ;

– if t = f(t1, . . . , tk), then [|t|]T is given by the composition

[|Γ,∆|]T
〈[|t1|]

T,...,[|tk|]
T〉

// [|Γ ′|]T
I(f)

// [|τ |]T.
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The interpretation of a given formula in context [Γ ] φ has to be defined for each world,

in line with the usual Kripke-style semantics. Therefore, the interpretation of [Γ ] φ is

defined as a classical attribute

[|[Γ ] φ|]T = {[|[Γ ] φ|]Tω}ω∈W

of the relational presheaf [|Γ |]T, where every [|[Γ ] φ|]Tω is a subset of [|Γ |]Tω . Recall that

the notation [|Γ |]Tω indicates the set given by the evaluation [|Γ |]T at ω.

Moreover, we start defining the interpretation of a formula at a given fixed world,

and we use induction on the structure on φ as usual.

The interpretation of standard formulae at a given world ω is given as follows

– [|[Γ,∆] ⊤|]Tω := [|Γ,∆|]Tω ;

– [|[Γ,∆] ⊥|]Tω := ∅;

– [|[Γ,∆] ε ∈τ χ|]Tω := 〈πε, πχ〉∗ω(∈[|τ |]T (ω)) where 〈πε, πχ〉 : [|[Γ,∆]|]T // [|[ε : τ, χ : τ |]T

are the opportune projections;

– for every φ, then [|Γ,∆] ¬φ|]Tω := [|Γ,∆] φ|]Tω where (−) denotes the set-theoretical

complements, i.e. [|Γ,∆] ¬φ|]Tω := [|Γ,∆|]Tω \ [|Γ,∆] φ|]Tω .

We also have that

– [|[Γ,∆] ψ ∨ ψ|]Tω := [|[Γ,∆] ψ|]Tω ∪ [|[Γ,∆] ψ|]Tω ;

– [|[Γ,∆] ψ ∧ ψ|]Tω := [|[Γ,∆] ψ|]Tω ∩ [|[Γ,∆] ψ|]Tω ;

– [|[Γ,∆] ∀τy.ψ|]Tω := {a ∈ [|Γ,∆|]T(ω) |∀b ∈ [|τ |]Tω we have (a, b) ∈ [|[Γ, y :
τ,∆] ψ|]Tω};

– [|[Γ,∆] ∀τχ.ψ|]Tω := {a ∈ [|Γ,∆|]T(ω) |∀b ∈ P([|τ |]T)(ω) we have (a, b) ∈ [|[Γ,∆, χ :
τ ] ψ|]Tω};

– [|[Γ,∆] ∃τy.ψ|]
T
ω := {a ∈ [|Γ,∆|]T(ω) |∃b ∈ [|τ |]Tω such that (a, b) ∈ [|[Γ, y :

τ,∆] ψ|]Tω};

– [|[Γ,∆] ∃τχ.ψ|]Tω := {a ∈ [|Γ,∆|]T(ω) |∃b ∈ P([|τ |]T)(ω) such that (a, b) ∈
[|[Γ,∆, χ : τ ] ψ|]Tω}.

Finally, we have the interpretation of formulae in which temporal operators occur

– [|[Γ,∆] Oψ|]Tω := O[|[Γ,∆] ψ|]Tω ;

– [|[Γ,∆] ψUψ|]Tω := [|[Γ,∆] ψ|]TωU[|[Γ,∆] ψ|]Tω ;

– [|[Γ,∆] ψWψ|]Tω := [|[Γ,∆] ψ|]TωW[|[Γ,∆] ψ|]Tω ;

– [|[Γ,∆] �ψ|]Tω := �[|[Γ,∆] ψ|]Tω ;

– [|[Γ,∆] ♦ψ|]Tω := ♦[|[Γ,∆] ψ|]Tω ;

where O,U,W,♦,� are the temporal operators induced by the temporal structure T.

We conclude by comparing our semantics with that introduced for counterpart mod-

els, and we refer to [13] for all the details about that. In particular we can employ the

correspondence of Theorem 2 to conclude that the semantics introduced in [13] and the

one we present for temporal counterpart models are equivalent.
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Theorem 3. A formula is satisfied by a counterpart model if and only if it is satisfied

by the corresponding W-temporal counterpart model.

Example 8. The notion of temporal W-counterpart model allows us to obtain as par-

ticular instance the semantics for standard LTL by considering as temporal structure

the free category generated by a linear flow of time as in Example 6. In particular, the

interpretation of the operators O,♦,�,U,W coincide with the usual one of LTL.

Example 9. Let us consider our running example of Figure 3 and the temporal structure

given by the morphism T := {f0, f1, f2, f3}. Now let us consider the property [y :
τN ] ∃τNx.(((x 6= y) ∧O(x = y)) presented in Example 4: we have that

– [|[y : τN ] ∃τNx.((x 6= y) ∧ O(x = y))|]Tω0
= {n0, n2} is the set of nodes of the

graph G0 that will be identified at the next step, i.e. at the world ω1;
– [|[y : τN ] ∃τNx.((x 6= y) ∧ O(x = y))|]Tω1

= {n3, n4} is the set of nodes of the

graph G1 that will be identified at the next step, i.e. at the world ω2;
– [|[y : τN ] ∃τNx.((x 6= y) ∧ O(x = y))|]Tω2

= ∅ is the set of nodes of the graph G2

that will be identified at the next step.

Example 10. Recall the toy example presented in the introduction, i.e, the model with

two states s0 and s1. In order to describe it, consider a one-sorted signature Σ = {τ}
with no function symbols, and the free category S generated by the following diagram

s0
f0 //

s1
f1

oo

and the relational presheaf D : Sop // Rel such that Ds0 = {i}, Ds1 = ∅,

and both Df0 and Df1 are the empty relation. Then consider the counterpart model

(S,T := {f0, f1}, D, ∅). One of the main advantages of the counterpart semantics is

the possibility to deal with processes destroying elements. In this setting an interesting

formula is [x : τ ] present(x) ∧ O(Opresent(x)), i.e. meaning that there exists an

entity at a given world that has a counterpart after two steps. If we consider its interpre-

tation at world s0 in the model (S, {f0, f1}, D, ∅), it is direct to check that

[|[x : τ ] present(x) ∧ O(Opresent(x))|]Ts0 = ∅.

This is exactly what expected, since it essentially means that entity i has no counterpart

at the world s0 after two steps, even if it clearly belong to the world relative to s0.

Example 11 (Deallocation). The creation and destruction of entities has attracted the

interest of various authors (e.g. [10,32]) as a means for reasoning about the alloca-

tion and deallocation of resources or processes. Our logic does not offer an explicit

mechanism for this purpose. Nevertheless, as we have shown in Example 4, we can

easily derive a predicate regarding the presence of an entity in a certain world as

presentτ (x). Using this predicate together with the next-time modality, we can rea-

son about the preservation and deallocation of some entities after one step of evolution

of the system as nextStepPreserved(x) ≡ presentτ (x) ∧ O(presentτ (x)) and

nextStepDeallocated(x) ≡ presentτ (x) ∧O(¬presentτ (x)).
Now we provide an interpretation of these two formulae for our running example in

Figure 3 and the temporal structure given by the morphism T := {f0, f1, f2, f3}. Then
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– [|[x : τE ] nextstepPreserved(x)|]Tω0
= {e0, e1} is the set of edges of G0 that

survive at the next steps;

– [|[x : τE ] nextstepPreserved(x)|]Tω1
= ∅ is the set of edges of G1 that survive

at the next steps;

– [|[x : τE ] nextstepPreserved(x)|]Tω0
= {e5} is the set of edges of G2 that

survive at the next steps.

Notice that [|[x : τE ] nextstepPreserved(x)|]Tω1
= ∅ because we have that d(f1)

forgets the arrow e4, while d(f2) forgets the arrow e3. This follows from our definition

of the next step operator, where we require that a given property has to hold for every

step of length one. Then, we conclude considering the case of next-step deallocation

– [|[x : τE ] nextstepDeallocated(x)|]Tω0
= {e2} is the set of edges of G0 that are

deallocated at the next steps;

– [|[x : τE ] nextstepDeallocated(x))|]Tω1
= ∅ is the set of edges of G1 that are

deallocated at the next steps;

– [|[x : τE ] nextstepDeallocated(x)|]Tω0
= ∅ is the set of edges of G2 that are

deallocated at the next steps.

6 Conclusions and future works

In the paper we presented a counterpart semantics for (linear time) temporal logics that

is based on relational presheaves. Starting points were previous works on modal logics,

namely the set-theoretical counterpart semantics in [13] and the functional presheaves

model for Kripke frames in [15], and indeed they are both recovered in our framework.

Counterpart semantics offers a suitable solution to the trans-world identity problem,

which we have argued to be relevant also from a practitioner point of view. The use of

preshaves allows us to easily recover it, as well as to model second-order quantification.

The choice of linear time temporal logics asked for some ingenuity in the way to

model the next step operator, with the introduction of what we called temporal struc-

tures, as well as in the treatment of negation, which required the use of a syntax for

positive formulae. Our presheaf framework may as well recover the semantics of other

temporal logics, and in fact we believe that it is general enough that it could be adapted

to many different formalisms: indeed, with respect to our focus on partial ones, rela-

tional presheaves allows for a very general notion of morphism between worlds, which

could e.g. be pivotal for formalisms where non-determinism plays a central role.

From a categorical perspective, our results open two challenging lines for future

works: the first one regards the problem of proving a result of completeness. The choice

of relational presheaves makes this task tricky to pursue, but it certainly deserves fu-

ture investigations. The second regards the study of formal criteria for the semantics of

quantified temporal logic in the spirit of categorical logic, where models are thought of

as opportune morphisms. A possible solution could be presenting temporal models as

morphisms of opportune Lawvere doctrines. This is also a non-trivial problem that we

are going to deal with in future work.
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