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#### Abstract

In the Metric Dimension problem, one asks for a minimum-size set $R$ of vertices such that for any pair of vertices of the graph, there is a vertex from $R$ whose two distances to the vertices of the pair are distinct. This problem has mainly been studied on undirected graphs and has gained a lot of attention in the recent years. We focus on directed graphs, and show how to solve the problem in linear-time on digraphs whose underlying undirected graph (ignoring multiple edges) is a tree. This (nontrivially) extends a previous algorithm for oriented trees. We then extend the method to unicyclic digraphs (understood as the digraphs whose underlying undirected multigraph has a unique cycle). We also give a fixed-parameter-tractable algorithm for digraphs when parameterized by the directed modular-width, extending a known result for undirected graphs. Finally, we show that Metric Dimension is NP-hard even on planar triangle-free acyclic digraphs of maximum degree 6.


## 1 Introduction

The metric dimension of a (di)graph $G$ is the smallest size of a set of vertices that distinguishes all vertices of $G$ by their vectors of distances from the vertices of the set. This concept was introduced in the 1970s by Harary and Melter [13] and by Slater [29 independently. Due to its interesting nature and numerous applications (such as robot navigation [17], detection in sensor networks [29] or image processing [21], to name a few), it has enjoyed a lot of attention. It also has been studied in the more general setting of metric spaces [3, and is generally part of the rich area of identification problems of graphs and other discrete structures [19.

More formally, let us denote by dist $(x, y)$ the distance from $x$ to $y$ in a digraph. Here, the distance $\operatorname{dist}(x, y)$ is taken as the length of a shortest directed path from $x$ to $y$; if no such path exists, dist $(x, y)$ is infinite, and we say that $y$ is not reachable from $x$. We say that a set $S$ is a resolving set of a digraph $G$ if for any pair of distinct vertices $v, w$ from $G$, there is a vertex $x$ in $S$ with $\operatorname{dist}(x, v) \neq \operatorname{dist}(x, w)$. Furthermore, we require that every vertex of $G$ is reachable from at least one vertex of $S$. The metric dimension of $G$ is the smallest size of a resolving set of $G$, and a minimum-size resolving set of $G$ is called a metric basis of $G$ 1

We denote by Metric Dimension the computational version of the problem: given a (di)graph $G$, determine its metric dimension.

For undirected graphs, Metric Dimension has been extensively studied, and its non-local nature makes it highly nontrivial from an algorithmic point of view. On the hardness side, Metric Dimension was shown to be NP-hard for planar graphs of bounded degree [6] , split, bipartite and line graphs [8], unit disk graphs [16], interval and permutation graphs of diameter 2 [10], and graphs of pathwidth 24 [18]. On the positive side, it can easily be solved in linear time on trees [4, 13, 17, [29. More involved

[^0]polynomial-time algorithms exist for unicyclic graphs [28] and, more generally, graphs of bounded cyclomatic number [8]; outerplanar graphs [6]; cographs [8]; chain graphs [9]; cactus-block graphs [15]; bipartite distance-hereditary graphs [23]. There are fixed parameter tractable (FPT) algorithms for the undirected graph parameters max leaf number [7], tree-depth [12], modular-width [2] and distance to cluster [11], but FPT algorithms are highly unlikely to exist for parameters solution size [14] and feedback vertex set [11].

Due to the interest for Metric Dimension on undirected graphs, it is natural to ask what can be said in the context of digraphs. The metric dimension of digraphs was first studied in 50 under a somewhat restrictive definition; for our definitions, we follow the recent paper [1], in which the algorithmic aspects of Metric Dimension on digraphs have been addressed. We call oriented graph a digraph without directed 2-cycles. A directed acyclic digraph (DAG for short) has no directed cycles at all. The underlying multigraph of a digraph is the one obtained by ignoring the arc orientations; its underlying graph is obtained from it by ignoring multiple edges. In a digraph, a strongly connected component is a subgraph where every vertex is reachable from all other vertices. Note that for the Metric Dimension problem, undirected graphs can be seen as a special type of digraphs where each arc has a symmetric arc (i.e., replace every edge of the undirected graph by a directed 2-cycle).

The NP-hardness of Metric Dimension was proven for oriented graphs in [26] and, more recently, for bipartite DAGs of maximum degree 8 and maximum distance 4 [1] (the maximum distance being the length of a longest directed path without shortcuts). A linear-time algorithm for Metric Dimension on oriented trees was given in [1].
Our results. We generalize the linear-time algorithm for Metric Dimension on oriented trees from [1] to all digraphs whose underlying graph is a tree. In other words, here we allow 2-cycles. This makes a significant difference with oriented trees, and as a result our algorithm is nontrivial. We then extend the used methods to solve Metric Dimension in linear time for unicyclic digraphs (digraphs with a unique cycle). Then, we prove that Metric Dimension can be solved in time $f(t) n^{O(1)}$ for digraphs of order $n$ and modular-width $t$ (a parameter recently introduced for digraphs in [30]). This extends the same result for undirected graphs from [2], and is the first FPT algorithm for Metric Dimension on digraphs. Finally, we complement the hardness result from [1] by showing that Metric Dimension is NP-hard even for planar triangle-free DAGs of maximum degree 6 and maximum distance 4 .

## 2 Digraphs whose underlying graph is a tree

For the sake of convenience, we call di-tree a digraph whose underlying graph is a tree. Trees are often the first non-trivial class to study for a graph problem. Metric Dimension is no exception to this, having been studied in the first papers for the undirected [4, 13, 17, 29] and the oriented [1] cases. In the undirected case, a minimum-size resolving set can be found by taking, for each vertex of degree at least 3 spanning $k$ legs, the endpoint of $k-1$ of its legs (a leg is an induced path spanning from a vertex of degree at least 3 , having its inner vertices of degree 2 , and ending in a leaf). In the case of oriented trees, taking all the sources (a source is a vertex with no in-neighbour) and $k-1$ vertices in each set of $k$ in-twins yields a metric basis (two vertices are in-twins if they have the same in-neighbourhood). Our algorithm, being on di-trees (which include both undirected trees and oriented trees), will reuse those strategies, but we will need to refine them in order to obtain a metric basis. The first refinement is of the notion of in-twins:

Definition 1. A strongly connected component $E$ of a di-tree is an escalator if it satisfies the following conditions:

1. its underlying graph is a path with vertices $e_{1}, \ldots, e_{k}(k \geq 2)$;
2. there is a unique vertex $y \notin E$ such that the $\operatorname{arc} \overrightarrow{y e_{1}}$ (resp. $\overrightarrow{y e_{k}}$ ) exists;
3. there can be any number (possibly, zero) of vertices $z \notin E$ such that the arc $\overrightarrow{e_{k} z}$ (resp. $\overrightarrow{e_{1} z}$ ) exists; for every $i \in\{1, \ldots, k-1\}$ (resp. $i \in\{2, \ldots, k\}$ ), no arc $\overrightarrow{e_{i} z}$ with $z \notin E$ exists.

Definition 2. In a di-tree, a set of vertices $A=\left\{a_{1}, \ldots, a_{k}\right\}$ is a set of almost-in-twins if there is a vertex $x$ such that:

1. for every $i \in\{1, \ldots, k\}$, the arc $\overrightarrow{x a_{i}}$ exists and the arc $\overrightarrow{a_{i} x}$ does not exist;
2. for every $i \in\{1, \ldots, k\}$, either $a_{i}$ is a trivial strongly connected component and $N^{-}\left(a_{i}\right)=\{x\}$, or $a_{i}$ is the endpoint of an escalator and $N^{-}\left(a_{i}\right)=\{x, y\}$ where $y$ is its neighbour in the escalator.
Note that regular in-twins are also almost-in-twins. The second refinement is the following (for a given vertex $x$ in a strongly connected component with $C$ as an underlying graph, we call $d_{C}(x)$ the degree of $x$ in $C$ ):

Definition 3. Given the underlying graph $C$ of a strongly connected component of a di-tree and a set $D$ of vertices, we call a set $S$ of vertices inducing a path of order at least 2 in $C$ a special leg if it verifies the four following properties:

1. $S$ has a unique vertex $v$ such that $v \in D$ or $d_{C}(v) \geq 3$;
2. $S$ has a unique vertex $w$ such that $d_{C}(w)=1$, furthermore $w \notin D: w$ is called the endpoint of $S$;
3. all of the other vertices $x$ of $S$ verify $d_{C}(x)=2$ and $x \notin D$;
4. at least one of the vertices $y \in S \backslash\{w\}$ has an out-arc $\overrightarrow{y z}$ with $z \notin C$.

Note that several special legs can span from the same vertex, from which regular legs can also span. Algorithm 1, illustrated in Figures 2 and 3, computes a metric basis of a di-tree.


Figure 1: Illustrations of Definitions 1 to 3

Explanation of Algorithm 1, The algorithm will compute a metric basis $\mathcal{B}$ of a di-tree $T$ in linear-time. The first thing we do is to add every source in $T$ to $\mathcal{B}$ (line 1 ). Then, for every set of almost-in-twins, we add all of them but one to $\mathcal{B}$ (lines 2-3). Those two first steps, depicted in Figure 2a are the ones used to compute the metric basis of an orientation of a tree [1], and as such they are still necessary for managing the non-strongly connected components of the di-tree. Note that we are specifically managing sets of almost-in-twins, which include sets of in-twins, since it is necessary to resolve the specific case of escalators. The rest of the algorithm consists in managing the strongly connected components.

For each strongly connected component having $C$ as an underlying graph, we first identify each vertex $x$ of $C$ that has an in-arc coming from outside $C$. Indeed, since $x$ is the "last" vertex of a path coming from outside $C$, there are vertices of $\mathcal{B}$ "behind" this in-arc (or they can themselves be a vertex in $\mathcal{B}$ ), which we will call $\mathcal{B}_{x}$. However, the vertices in $\mathcal{B}_{x}$ can be "projected" on $x$ since, $T$ being a di-tree, $x$ is on every shortest path from the vertices of $\mathcal{B}$ "behind" the in-arc to the vertices of $C$. Hence, we will mark $x$ as a dummy vertex (lines $5-7$, depicted in Figure 2b): we will consider that it is in $\mathcal{B}$ for the rest of this step, and acts as a representative of the set $\mathcal{B}_{x}$ with respect to $C$.

We then have to manage some specific cases whenever $C$ is a path (lines 8-17). Indeed, the last two steps of the algorithm do not always work under some conditions. Those specific conditions will be highlighted in the proof, and are depicted on Figure 3

```
Algorithm 1: An algorithm computing the metric basis of a di-tree.
    Input : A di-tree \(T\).
    Output: A metric basis \(\mathcal{B}\) of \(T\).
    \(\mathcal{B} \leftarrow\) Every source of \(T\)
    foreach set I of almost-in-twins do
        Add \(|I|-1\) vertices of \(I\) to \(\mathcal{B}\)
    foreach strongly connected component with \(C\) as an underlying graph do
        \(D \leftarrow \emptyset\)
        foreach arc \(\overrightarrow{u v}\) with \(v \in C\) and \(u \notin C\) do
            Add \(v\) to \(D\)
        if \(C\) is a path with endpoints \(x\) and \(y\) then
            if there is no vertex in \(C \cap D\) then
                    if there is no out-arc from \(C\) to outside of \(C\) then
                    Add \(x\) to \(\mathcal{B}\)
                    else if there is an out-arc from \(x\) (resp. y) to outside of \(C\) and no other out-arc from
                    \(C\) to outside of \(C\) then
                    Add \(y\) (resp. \(x\) ) to \(\mathcal{B}\)
                else
                    Add \(x\) and \(y\) to \(\mathcal{B}\)
            else if there is exactly one vertex \(w\) in \(C \cap D\), \(w\) is neither \(x\) nor \(y\), and there is no
                out-arc from \(w\) to outside of \(C\) then
                    Add \(x\) to \(\mathcal{B}\)
        foreach special leg \(L\) of \(C\) do
            Add the endpoint of \(L\) to \(\mathcal{B}\)
        foreach vertex of degree \(\geq 3\) in \(C\) from which span \(k \geq 2\) legs of \(C\) that do not have a vertex
            in \(\mathcal{B}\) or in \(D\) do
            Add the endpoint of \(k-1\) such legs to \(\mathcal{B}\)
    return \(\mathcal{B}\)
```

The last two steps are then applied. First, we have to consider the special legs defined in Definition3 The idea behind those special legs is the following: for every out-arc $\overrightarrow{y z}$ with $y$ in the special leg and $z$ outside of $C$, any vertex in the metric basis "before" the start of the special leg will not distinguish $z$ and the next neighbour of $y$ in the special leg. Hence, we have to add at least one vertex to $\mathcal{B}$ for each special leg, and we choose the endpoint of the special leg (lines 18-19, depicted in Figure 2c). Finally, we apply the well-known algorithm for computing the metric basis of a tree to the remaining parts of $C$ (lines 20-21, depicted in Figure 2d). The special legs and the legs containing a dummy vertex, being already resolved, are not considered in this part.

Theorem 4. Algorithm 1 computes a metric basis of a di-tree in linear time.
Proof. Let $T$ be a di-tree, and $\mathcal{B}$ be the set of vertices returned by Algorithm 1 We need to prove that $\mathcal{B}$ resolves every pair of vertices of $T$, that $\mathcal{B}$ is of minimum size, and that Algorithm 1 runs in linear time.

First, note that, if $T$ is either an orientation of a tree or a strongly connected graph (and thus seen as an undirected graph), then, Algorithm 1 does compute a metric basis. In the first case, $\mathcal{B}$ will contain only the vertices added in lines 1-3 (which correspond to a so-called adequate set of vertices in [1], see Lemma 2.10 and Theorem 2.11); and in the second case, $\mathcal{B}$ will contain only the vertices added in lines 20-21 (which correspond to the well-known resolving set of trees, see for example Theorem 2.4 in [17]); those two cases do form a metric basis of $T$.

Hence, we will consider that $T$ contains at least one strongly connected component and at least one non-strongly connected component. We will first show that the vertices we select in $\mathcal{B}$ are necessary to

(a) The first step (lines 1-3) is to add every source and manage sets of almost-in-twins.

(c) The third step (lines 18-19) is to manage all the special legs.

(b) The second step (lines 5-7) is to mark the dummy vertices of the strongly connected component.

(d) The fourth and final step (lines 20-21) is to manage the remaining legs with a common ancestor.

Figure 2: Illustration of Algorithm 1. For the sake of simplicity, there are only two strongly connected components, for which we only represent the underlying graph with bolded edges, so every bolded edge is a 2 -cycle. One of the two strongly connected components is a simple path that does not require any action. Vertices in the metric basis are colored in red.


Figure 3: The cases of Algorithm 1 where a strongly connected component is a path and we have to add specific vertices (colored in red) to the metric basis. The path is depicted as wavy bolded edges.
resolve at least one pair of vertices, and then that they do indeed form a strong resolving set, and thus that $\mathcal{B}$ is a metric basis.

First, let us consider the sources. It is easy to see that each source has to be in $\mathcal{B}$, since otherwise they would not be reachable from any other vertex in $\mathcal{B}$. Now, let us consider the in-twins. Again, it is easy to see that the only way to resolve two in-twins will be to have at least one of them in $\mathcal{B}$. However,

Algorithm 1 considers almost-in-twins, which are more general than regular in-twins. This is because of the escalators: let $u$ be the endpoint of an escalator having an in-arc coming from outside of it. If $u$ has an almost-in-twin $v$, then, by definition, $u$ and $v$ cannot be resolved without taking in $\mathcal{B}$ either at least one of these or another vertex from the escalator. Thus, we choose to take either $u$ or $v$, which will resolve vertices in the escalator as well as the almost-in-twins.

Note that sources and in-twins can only exist in a non-strongly connected component. Hence, in the rest of this part of the proof, we will consider a strongly connected component with $C$ as an underlying graph. Note that, by our construction, if a vertex $x \in C$ is a dummy vertex, then, there will be a vertex $b \in \mathcal{B}$ such that there is a path from $b$ to $x$ (even if it is not necessarily the case yet).

We first consider the case of the special legs of $C$. Let $L$ be a special leg with vertices $x_{1}, \ldots, x_{\ell}$, starting from a vertex $x_{1}$ such that $d_{C}\left(x_{1}\right) \geq 3$ or $x_{1}$ is a dummy vertex, and ending at a vertex $x_{\ell}$ verifying $d_{C}\left(x_{\ell}\right)=1$. Let $\left.x_{i}(i \in\{1, \ldots, \ell\})\right)$ be a vertex such that $d_{C}\left(x_{i}\right) \geq 2$ and there is an arc $\overrightarrow{x_{i} \vec{y}}$ with $y \notin C$. Note that, at this point, no vertex in the special leg can be in $\mathcal{B}$, and there is no arc from outside of $C$ to a vertex of $L$ apart from $x_{1}$. This means that, for vertices of $L, x_{1}$ can be seen as a representative from the set $\mathcal{B}$ : every path from a vertex in $\mathcal{B}$ to a vertex in $L$ has to go through $x_{1}$. In practice, this means that $x_{i+1}$ and $y$ are not resolved: since they are at the same distance from $x_{1}$, they are at the same distance from any vertex in $\mathcal{B}$. Hence, it is necessary to add either a vertex from the set $\left\{x_{i+1}, \ldots, x_{\ell}\right\}$ or $y$ to $\mathcal{B}$ in order to resolve this pair. Since other such situations might occur in $L$, the easiest solution to resolve this pair is to add $x_{\ell}$ to $\mathcal{B}$, since doing so will resolve all such pairs.

We then consider the rest of $C$. Since $T$ is a di-tree, $C$ is a tree. Let $L_{1}$ and $L_{2}$ be two (non-special) legs spanning from a vertex $x$, and assume that neither of those legs have an in-arc coming from outside of $C$. If no vertex from either $L_{1}$ or $L_{2}$ is in $\mathcal{B}$, then, the vertices from $L_{1}$ and $L_{2}$ cannot be resolved. Here, we add the endpoint of either $L_{1}$ or $L_{2}$ to $\mathcal{B}$. Note that, since $C$ is not a path (which either is a special case that we will consider below, or has been considered in the special leg case), if one of $L_{1}$ or $L_{2}$ has a dummy vertex or a vertex in $\mathcal{B}$, then, the vertices from $L_{1}$ and $L_{2}$ will be resolved without having to add another vertex in $\mathcal{B}$.

However, note that there are cases where the above method does not create a strong resolving set. Indeed, when $C$ is a path with vertices $x_{1}, \ldots, x_{k}$, it is possible to fall into some patterns where we need to add specific vertices to $\mathcal{B}$. The patterns are the following:

1. There is no arc $\overrightarrow{y x_{i}}$ with $y \notin C$, in which case we have the following subpatterns:
(a) there is no arc $\overrightarrow{x_{i} y}$ with $y \notin C$, in which case we have to add either $x_{1}$ or $x_{k}$ to $\mathcal{B}$ (this is the case where $T$ is a path, and one endpoint forms a metric basis);
(b) there is an arc $\overrightarrow{x_{1} y}$ (resp. $\overrightarrow{x_{k} y}$ ) with $y \notin C$ and no other arc $\overrightarrow{x_{i} y}$ with $y \notin C$ for $i \neq 1$ (resp. $i \neq k$ ), in which case we have to add $x_{k}$ (resp. $x_{1}$ ) to $\mathcal{B}$ (since, otherwise, $y$ and $x_{2}$ (resp. $x_{k-1}$ ) are not resolved);
(c) in every other case, we have to add both $x_{1}$ and $x_{k}$ to $\mathcal{B}$ (since, otherwise, one vertex from $C$ and one vertex reached by an out-arc from $C$ will not be resolved).
2. There is exactly one arc $\overrightarrow{y x_{i}}$ with $y \notin C, i \notin\{1, k\}$ and there is no $\operatorname{arc} \overrightarrow{x_{i} z}$ with $z \notin C$, in which case we have to add either endpoint to $\mathcal{B}$ (since, otherwise, $x_{i-1}$ and $x_{i+1}$ will not be resolved).

In every other case where $C$ is a path, the cases considered above (in particular, the special leg and the sources and almost-in-twins) will have us add to $\mathcal{B}$ the vertices necessary to resolve the vertices of $C$ and its direct out-neighbourhood.

At this point, every vertex that we added to $\mathcal{B}$ was necessary to resolve at least one pair of vertices which could not be resolved any other way. At each step, when we had the choice between several vertices, we chose as few as possible to resolve everything. Hence, we only need to check that every pair of vertices is resolved by $\mathcal{B}$, which will prove that $\mathcal{B}$ is a metric basis.

Assume by contradiction that two vertices $u$ and $v$ are not resolved by $\mathcal{B}$. This means that, for every vertex $b \in \mathcal{B}$, either both $u$ and $v$ are not reachable for $b$, or there are two unique shortest path $P_{u}^{b}$ between $b$ and $u$ and $P_{v}^{b}$ between $b$ and $v$ such that $\left|P_{u}^{b}\right|=\left|P_{v}^{b}\right|$. Note that $P_{u}^{b}$ and $P_{v}^{b}$ are unique because the underlying graph of $T$ is a tree. Given a vertex $b \in \mathcal{B}$, let $x$ be the last common vertex of $P_{u}^{b}$ and $P_{v}^{b}$ (note that we may have $x=b$ ). Note that we can consider $u$ and $v$ to be the out-neighbours of $x$ on $P_{u}^{b}$
and $P_{v}^{b}$, since if those out-neighbours were resolved by any vertex $b^{\prime} \in \mathcal{B}$ then $u$ and $v$ would be resolved by $b^{\prime}$ too, a contradiction. Now, $u$ and $v$ cannot be in-twins, since, otherwise, one of them would be in $\mathcal{B}$, a contradiction. Thus, one vertex, say wlog $u$, has an in-neighbour $w$ that is not an in-neighbour of $v$. There are now several cases to consider.

If there is no arc $\overrightarrow{u w}$, then, $w$ has to be reachable from a vertex $b^{\prime} \in \mathcal{B}$. However, since the underlying graph of $T$ is a tree, the only path from $b^{\prime}$ to $v$ (which necessarily exists, since otherwise $b^{\prime}$ resolves $u$ and $v$ since $u$ is reachable from $b^{\prime}$, a contradiction) goes through $u$, and thus $\operatorname{dist}\left(b^{\prime}, v\right)=\operatorname{dist}\left(b^{\prime}, u\right)+2$, and thus $b^{\prime}$ resolves $u$ and $v$, a contradiction.

Hence, $w$ and $u$ are in a common strongly connected component $C$. First, assume that the arc $\overrightarrow{u x}$ does not exist, that is, $v$ is not reachable from $u$. Note that if any vertex from $C$ is in $\mathcal{B}$, then, $u$ and $v$ will be resolved, a contradiction. Now, there are only a limited number of cases where no vertex from $C$ has been added to $\mathcal{B}$. In all those cases, the underlying graph of $C$ is a path, and they are the cases that were considered neither in lines 8-17 of Algorithm 1 nor in the special legs case. The first case is if $C$ is an escalator. The only possibility for this, by definition, is that $u$ and $v$ are almost-in-twins (since, otherwise, there would be another in-arc than the one at one endpoint), in which case, either $u$ or $v$ are added in $\mathcal{B}$, and thus they are resolved, a contradiction. The other case is if either both endpoints of $C$ have in-arcs coming from outside of $C$, or if the in-arcs coming from outside of $C$ the closest to the endpoints are not followed by any out-arc from the same vertex. However, note that, in this case, there is at least one vertex $b^{\prime} \in \mathcal{B}$ such that $u$ is reachable from $b^{\prime}$ but $v$ is not (there is necessarily at least one vertex in $\mathcal{B}$ "behind" every in-arc of a strongly connected component), a contradiction.

This implies that the arc $\overrightarrow{u x}$ exists, and thus $x$ also belongs to $C$. First, if any vertex $y \in C$ such that $\operatorname{dist}(y, u) \neq \operatorname{dist}(y, v)$ is in $\mathcal{B}$, then, $u$ and $v$ are resolved, a contradiction. Hence, there are only two possibilities: either no vertex from $C$ is in $\mathcal{B}$, or vertices in $C \cap \mathcal{B}$ are either $x$ or in a part of $C$ that can only reach $u$ and $v$ through $x$. As in the previous case, if no vertex from $C$ is in $\mathcal{B}$, then, we reach a contradiction. Indeed, $C$ cannot be an escalator: either $x$ is an endpoint of $C$ and then $\overrightarrow{x v}$ is an out-arc that prevents $C$ from being an escalator, or it is not an endpoint and then the in-arc arriving at $x$ from $P_{u}^{b}(x \neq b$ since no vertex from $C$ is in $\mathcal{B})$ prevents $C$ from being an escalator. In the other cases, the underlying graph of $C$ is a path with specific properties (either both endpoints have an in-arc coming from outside, or the two in-arcs coming from the outside the closest to the endpoints do not have out-arcs leaving $C$ from the same vertex), and the in-arcs coming from outside of $C$ will allow $u$ and $v$ to be resolved, a contradiction.

Thus, there is at least one vertex $b^{\prime} \in C \cap \mathcal{B}$, and it can only reach $u$ and $v$ through $x$. This implies that $u$ and $w$ are in a leg of $C$ with no in-arc from outside of $C$ (since, otherwise, we would have added a vertex in $\mathcal{B}$ on this side of $C$, which would resolve $u$ and $v$, a contradiction). There are three cases. First, if there is an in-arc from outside of $C$ to $x$ and $v \notin C$, then $u$ and $w$ are in a special leg, and thus its endpoint would be in $\mathcal{B}$ and would resolve $u$ and $v$, a contradiction. Now, if there is no in-arc from outside of $C$ to $x$ and $v \notin C$, then either $u$ and $w$ are in a special leg (a contradiction, like before), or the underlying graph of $C$ is a path, and our construction would have added the endpoint of $C$ on the side of $u$ to $\mathcal{B}$, which would resolve $u$ and $v$, a contradiction. Finally, if $v \in C$, then, $v$ has to be in a regular leg (since, otherwise, we would have added a vertex in $\mathcal{B}$ on this side of $C$, which would resolve $u$ and $v$, a contradiction), but now either the underlying graph of $C$ is a path and it would have an in-arc or we would have added one of its endpoints to $\mathcal{B}$, resolving $u$ and $v$, a contradiction; or $u$ and $v$ are the first vertices in two regular legs of $C$ spanning from the same vertex $x$ and we would have added one of the endpoints of the legs to $\mathcal{B}$, resolving $u$ and $v$, a contradiction.

Thus, by our construction, every pair of vertices is resolved, and thus $\mathcal{B}$ is a strong resolving set. This proves that $\mathcal{B}$ is a metric basis, and thus that Algorithm 1 is correct.

Finally, it is easy to see that Algorithm 1 computes $\mathcal{B}$ in linear-time, which proves the statement of Theorem 4

In [1], the authors used the notion of removable source to characterize orientations of trees with a weak metric dimension ${ }^{2}$ lower than the metric dimension. In the case of di-trees, however, the definition of removable source is not so clear-cut. Indeed, there are several cases where a source meets (resp. does

[^1]not meet) the conditions of the removable source as defined in 1] and yet cannot (resp. can) be removed from a metric basis in order to obtain a weak metric basis. While we do not have a proper definition of a removable source in the context of di-trees, we get the following result:

Proposition 5. There is a polynomial-time algorithm computing a weak metric basis of a di-tree.
Proof. The result comes from two facts. The first is that every vertex we added to the metric basis in Algorithm 1 was necessary to either guarantee that every vertex is reached from the basis (sources) or "locally" resolve some pairs of vertices (almost-in-twins, special legs...), which still need to be resolved, and thus we cannot avoid adding those second ones to the weak metric basis either. The second is that the only possible infinite-vertex (that is, a vertex that is not reachable from any vertex in the basis) in a directed graph is a source (Proposition 2.2 in [1]). Indeed, if the infinite-vertex $s$ is not a source, then, any vertex $u$ such that there is a path from $u$ to $s$ cannot be reached from any vertex in the basis, and thus we would have several infinite-vertices, a contradiction.

Hence, in a di-tree, the only possible way to have a weak metric basis is to remove a source from a metric basis without creating a pair of non-resolved vertices. This is possible in polynomial-time, since the actualization of distance vectors in a di-tree will take linear-time.

## 3 Orientations of unicyclic graphs

A unicyclic graph $U$ is constituted of a cycle $C$ with vertices $c_{1}, \ldots, c_{n}$, and each vertex $c_{i}$ is the root of a tree $T_{i}$ (we can have $T_{i}$ be simply the isolated $c_{i}$ itself). The metric dimension of an undirected unicyclic graph has been studied in [25, 27, 28]. In [25], Poisson and Zhang proved bounds for the metric dimension of a unicyclic graph in terms of the metric dimension of a tree we obtain by removing one edge from the cycle. Sedlar and Škrekovski showed more recently that the metric dimension of a unicyclic graph is one of two values in [27], and then the exact value of the metric dimension based on the structure of the graph in [28]. In this section, we will show that one can compute a metric basis of an orientation of a unicyclic graph in linear time. The algorithm mostly consists in using sources and in-twins, with a few specific edge cases to consider.

In this section, an induced directed path $\vec{P}$ is the orientation of an induced path with only one source and one sink which are its two endpoints. It is said to be spanning from $u$ if $u$ is its source endpoint, and its length is its number of edges. We also need the following definition:
Definition 6. Let $\vec{U}$ be the orientation of a unicyclic graph. Given an orientation of a cycle $\vec{C}$ of even length $n=2 k$ with two sources, if its sources are $c_{i}$ and $c_{i+2}$, its sinks are $c_{i+1}$ and $c_{i+1+k}$, and there are, in $\vec{C} \backslash\left\{c_{i}, c_{i+2}\right\}$, neither in-twins nor in-arcs coming from outside of $\vec{C}$, we call an induced directed path $\vec{P}$ an concerning path if it verifies the three following properties:

1. $\vec{P}$ spans from $c_{i+1}$;
2. $\vec{P}$ has length $k-2$;
3. $\vec{P}$ has no in-arc coming from outside of $\vec{P} \cup \vec{C}$;

Furthermore, if, for every vertex in $\vec{P}$ belonging to a nonempty set $I$ of in-twins, every vertex in $I$ belongs to a concerning path, then, we call $\vec{P}$ an unfixable path.

A path that is a concerning path, but not an unfixable path, will be called a fixable path.
Finally, a vertex might belong both to an unfixable path and to a fixable path; in this case, the fixable path takes precedence (i.e., we will consider that the vertex belongs to the fixable path).

Explanation of Algorithm 2. The algorithm will compute a metric basis $\mathcal{B}$ of an orientation $\vec{U}$ of a unicyclic graph $U$ in linear-time. The result on several cases is depicted on Figures 4 and 5. The first thing we do is to add every source in $\vec{U}$ to $\mathcal{B}$ (line 1 ). We will also manage the sets of in-twins in $\vec{U}$ (lines 3-7), which we need to do after taking care of some special cases that might influence the choice of in-twins. When we have the choice, we prioritize taking in-twins that are in the cycle to guarantee

```
Algorithm 2: An algorithm computing the metric basis of an orientation of a unicyclic graph.
    Input : An orientation \(\vec{U}\) of a unicyclic graph \(U\).
    Output: A metric basis \(\mathcal{B}\) of \(\vec{U}\).
    Add to \(\mathcal{B}\) every source of \(\vec{U}\)
    Apply the special cases in Algorithm 3
    foreach set I of in-twins in \(\vec{U}\) that are not already in \(\mathcal{B}\) do
        if all the vertices of \(I\) are in concerning paths then
            Add \(|I|-1\) vertices of \(I\) to \(\mathcal{B}\), prioritizing vertices in unfixable paths
        else
            Add \(|I|-1\) vertices of \(I\) to \(\mathcal{B}\), prioritizing vertices in the cycle \(\vec{C}\) or in concerning paths,
                if there are any
    return \(\mathcal{B}\)
```

```
Algorithm 3: Special cases of Algorithm 2
    if the cycle \(\vec{C}\) has no sink, there is no in-arc coming from outside of \(C\), and no vertex of \(C\) is in
    a set of in-twin then
        Add \(c_{1}\) to \(\mathcal{B}\)
    if the cycle \(\vec{C}\) has no sink, there is exactly one in-arc \(\overrightarrow{u c_{i}}\) with \(u \notin \vec{C}\), no vertex \(c_{j}\) with \(j \neq i\) is
    an in-twin or has in-arc coming from outside of \(\vec{C}\), and \(u\) has an out-neighbour \(v\) with
    \(N^{-}(v)=\{u\}\) then
        Add \(c_{i}\) to \(\mathcal{B}\)
    if the cycle \(\vec{C}\) has exactly one source \(c_{i}\) then
        if the one sink is either \(c_{i-1}\) or \(c_{i+1}\), and no vertex \(c_{j}\) with \(j \neq i\) is an in-twin or has an
        in-arc coming from outside of \(\vec{C}\) then
            Add \(c_{i-1}\) to \(\mathcal{B}\)
        else if the one sink is \(c_{i+k}\) with \(k>1,|\vec{C}| \geq 2 k, c_{i+k-1}\) (resp. \(c_{i+k+1}\) ) has an out-neighbour
        \(v\) such that \(N^{-}(v)=\left\{c_{i+k-1}\right\}\) (resp. \(N^{-}(v)=\left\{c_{i+k+1}\right\}\) ), no vertex in \(\left\{c_{i-1}, c_{i-2}, \ldots, c_{i+k}\right\}\)
        (resp. \(\left\{c_{i+1}, c_{i+2}, \ldots, c_{i+k}\right\}\) ) has an in-arc, and no vertex in \(\left\{c_{i-2}, c_{i-3}, \ldots, c_{i+k+1}\right\}\) (resp.
        \(\left.\left\{c_{i+2}, c_{i+3}, \ldots, c_{i+k-1}\right\}\right)\) is an in-twin then
            Add \(c_{i-1}\) (resp. \(c_{i+1}\) ) to \(\mathcal{B}\)
        else if the one sink is \(c_{i+k}\) with \(k>1,|\vec{C}|=2 k, c_{i+k-1}\) has an out-neighbour \(v_{-}\)such that
            \(N^{-}\left(v_{-}\right)=\left\{c_{i+k-1}\right\}, c_{i+k+1}\) has an out-neighbour \(v_{+}\)such that \(N^{-}\left(v_{+}\right)=\left\{c_{i+k+1}\right\}\), no
        vertex in \(\vec{C}\) except \(c_{i}\) has an in-arc, no vertex in \(\vec{C} \backslash\left\{c_{i}, c_{i-1}, c_{i+1}\right\}\) is an in-twin, and \(c_{i-1}\)
        and \(c_{i+1}\) are not in a set \(I\) of in-twins verifying \(|I| \geq 3\) then
            Add \(c_{i+k}\) to \(\mathcal{B}\)
    if the cycle \(\vec{C}\) has exactly two sources \(c_{i}\) and \(c_{i+2},|\vec{C}|=2 k\) with \(k>2\), the two sinks are \(c_{i+1}\)
    and \(c_{i+1+k}\), no vertex from \(\vec{C}\) except \(c_{i}\) and \(c_{i+2}\) is an in-twin or has an in-arc coming from
    outside of \(\vec{C}\), there is at least one unfixable path, and there is no fixable path then
        Add \(c_{i+1}\) to \(\mathcal{B}\)
```

reachability of vertices in the cycle. Note that those two sets (along with the right priority) are enough in most cases, as depicted on Figure 5.

We then have to manage six specific cases (line 2). Those special cases are handled in Algorithm 3, to which the line numbers in the next five paragraphs will refer. The first two special cases occur when the cycle has no sink. First, if the cycle has no sink, no in-twin, and no arc coming from outside, then, we have to add one vertex of the cycle to $\mathcal{B}$ in order to maintain reachability (lines $1-2$, depicted on Figure 4a). Then, if the cycle has no sink, only one in-arc $\overrightarrow{u c_{i}}$ is coming from outside of
it, and there is a vertex $v$ with $N^{-}(v)=\{u\}$, then, we have to add either $c_{i}$ or $v$ to $\mathcal{B}$ in order to resolve them (lines 3-4, depicted on Figure 4b).

The next three special cases occur when the cycle has one sink. First, if there is only one sink in the cycle, it is an out-neighbour of the source, and no vertex from the cycle apart from the source is an in-twin or has an in-arc coming from outside of the cycle, then we need to add one of the out-neighbours of the source in the cycle to $\mathcal{B}$ in order to resolve them (lines 6-7), depicted on Figure 4c).

Then, there are two specific cases when the cycle has one sink, both based on the same principle. Both happen when the source is $c_{i}$, the sink is $c_{i+k}$, it has no in-arc, and the cycle contains at least $2 k$ vertices. In the fourth special case (lines 8-9), depicted on Figure 4d), the vertex $c_{i+k-1}$ has an out-neighbour $v$ verifying $N^{-}(v)=\left\{c_{i+k-1}\right\}$. We can see that, if no vertex in the other path from $c_{i}$ to $c_{i+k}$ (the path going through $c_{i-1}, c_{i-2}, \ldots, c_{i+k+1}$ ) is in $\mathcal{B}$, then, $v$ and $c_{i+k}$ will not be resolved. Those vertices can be added to $\mathcal{B}$ if they have an in-arc or if they are an in-twin (they will have priority). However, note that $c_{i-1}$ might be an in-twin of $c_{i+1}$, in which case it should be added to $\mathcal{B}$, resolving the conflict. Hence, if none of $c_{i-1}, c_{i-2}, \ldots, c_{i+k+1}$ has an in-arc or is an in-twin, then, we can add $c_{i-1}$ to $\mathcal{B}$ in order to resolve $v$ and $c_{i+k}$. Note that, in this case, in comparison to just the sources and the reoslution of sets of in-twins, we add one more vertex to $\mathcal{B}$ if $c_{i-1}$ is the only in-twin of $c_{i+1}$. The same reasoning can be made with the symmetric case.

The fifth special case (lines 10-11), depicted on Figure 4el, occurs when the cycle contains exactly $2 k$ vertices and both $c_{i+k-1}$ and $c_{i+k+1}$ have an out-neighbour (respectively $v_{-}$and $v_{+}$) with in-degree 1 : the pairs of vertices $\left(v_{-}, c_{i+k}\right)$ and $\left(v_{+}, c_{i+k}\right)$ might not be resolved. We can see that any in-arc or in-twin along a path from $c_{i}$ to $c_{i+k}$ will resolve $c_{i+k}$ and the $v$ pendant on the other path (thus either fully resolving those two pairs, or bringing us back to the previous special case), except if $c_{i-1}$ and $c_{i+1}$ are the only in-twins in the cycle and if they do not have another in-twin. Hence, if no vertex from the cycle except $c_{i}$ has an in-arc, no vertex from the cycle except $c_{i}, c_{i-1}$ and $c_{i+1}$ is an in-twin, and $c_{i-1}$ and $c_{i+1}$ do not have another in-twin, then, we need to add at least one more vertex to $\mathcal{B}$ in order to resolve the two pairs of vertices, and adding $c_{i+k}$ does exactly that.

Finally, the sixth special case is more complex (lines 12-13, depicted on Figure 4fl and consideration in the choice of in-twins, depicted on Figure 5g). Assume that the cycle $\vec{C}$ is of even length $n$, has neither in-twin nor in-arc coming from outside (except the sources), and that there are two sinks in the $\vec{C}$ : one at distance 1 from the sources, and the other at the opposite end of $\vec{C}$. Now, if the first sink has spanning concerning paths, then, the second cycle and the endpoints of those concerning paths might not be resolved, since they are at the same distance $\left(\frac{n}{2}-1\right)$ of both sources of $\vec{C}$. Thus, we need to apply a strategy in order to resolve those vertices while trying to not add a supplementary vertex to $\mathcal{B}$. This is done by considering the two kinds of concerning paths, and having a priority in the selection of in-twins. The details will be in the proof.

All the other cases of the cycle are already resolved through the sources and in-twins steps.
Theorem 7. Algorithm 圆 computes a metric basis of an orientation of a unicyclic graph in linear time.
Proof. Let $\vec{U}$ be an orientation of a unicyclic graph with cycle $\vec{C}$. First, note that sources and $|I|-1 \mid$ of each set $I$ of in-twins must be in the metric basis $\mathcal{B}$. Furthermore, when a vertex of a set $I$ of intwins is in $\vec{C}$, then, it should be prioritirized for reachability reasons. However, this is not sufficient to obtain a metric basis, since either some vertices may be unreachable or some pairs of vertices may be non-resolved, which is why we will need the six special cases. In those cases, we will either have to give stronger priority to some in-twins, or have to add one more vertex to $\mathcal{B}$.

The first case is if vertices in $\vec{C}$ are not reachable from any source or in-twin. This is only possible if $\vec{C}$ contains no sink, no in-arc is coming from outside of $\vec{C}$, and no vertex of $\vec{C}$ is an in-twin. In this case, we need to add any vertex from $\vec{C}$ to $\mathcal{B}$.

The second case is if there is exactly one in-arc $\overrightarrow{u c_{i}}$ with $u \notin \vec{C}$, the cycle has no sink, no $c_{j}$ with $j \neq i$ is an in-twin or has an in-arc coming from outside of $\vec{C}$, and if there is a vertex $v$ verifying $N^{-}(v)=\{u\}$. In this case, $v$ and $c_{i}$ are not resolved, and thus we need to add at least one of them to $\mathcal{B}$.

The third case is if there is only one source $c_{i}$ in $\vec{C}$, the sink is either $c_{i-1}$ or $c_{i+1}$, and no vertex $c_{j}$ with $j \neq i$ is an in-twin or has any in-arc coming from outside of $\vec{C}$. In this case, the out-neighbours of $c_{i}$ are not in-twins but cannot be resolved without taking at least one of them into $\mathcal{B}$.

The fourth and fifth case are linked. In both cases, the cycle $\vec{C}$ contains at least $2 k$ vertices, one source $c_{i}$, and one sink $c_{i+k}$ with no in-arc. The problem will be when an in-neighbour of the sink has an out-neighbour $v$ with in-degree 1: $v$ and $c_{i+k}$ might not be resolved. Let us see when this can happen.

In the fourth case, either $c_{i+k-1}$ or $c_{i+k+1}$ has one out-neighbour $v$ with in-degree 1 . Without loss of generality, we will consider that it is $c_{i+k-1}$. Assume furthermore that no vertex from $\left\{c_{i-1}, c_{i-2}, \ldots, c_{i+k+1}\right\}$ has an in-arc, and no vertex from $\left\{c_{i-2}, c_{i-3}, \ldots, c_{i+k+1}\right\}$ is an in-twin (since, otherwise, $v$ and $c_{i+k}$ would be resolved). Now, whether $c_{i-1}$ is an in-twin of $c_{i+1}$ or not, we add $c_{i-1}$ to $\mathcal{B}$, resolving $v$ and $c_{i+k}$. Note that $c_{i-1}$ could have been added to $\mathcal{B}$ at the in-twin step, but we ensure that it is added in order to resolve the two conflicting vertices.

In the fifth case, $\vec{C}$ contains exactly $2 k$ vertices, and both $c_{i+k-1}$ and $c_{i+k+1}$ have out-neighbours $v_{-}$and $v_{+}$, respectively, with in-degree 1. Assume furthermore that no vertex in $\vec{C} \backslash\left\{c_{i}\right\}$ has an in-arc, and that no vertex in $\vec{C} \backslash\left\{c_{i}, c_{i-1}, c_{i+1}\right\}$ is an in-twin. Now, if $c_{i-1}$ and $c_{i+1}$ are in-twins and have another in-twin, then, they will both be added to $\mathcal{B}$, and the pairs $\left(v_{-}, c_{i+k}\right)$ and $\left(v_{+}, c_{i+k}\right)$ are resolved. Otherwise, at least one of $v_{-}$and $v_{+}$will remain non-resolved with $c_{i+k}$, and thus we add $c_{i+k}$ to $\mathcal{B}$ in order to resolve the two pairs with the addition of just one vertex.

Finally, for the sixth case, assume that $\vec{C}$ is of even length and contains two sources $c_{i}$ and $c_{i+2}$, that the two sinks are at equal distance of the sources (so they are $c_{i+1}$ and $c_{i+1+\frac{n}{2}}$ ), and that there is neither in-twin nor in-arc coming from outside of $\vec{C}$ (except the sources themselves). Now, if there are concerning paths, then, their endpoints and $c_{i+1+\frac{n}{2}}$ might not be resolved, since they are all at distance $\frac{n}{2}-1$ from the sources. Hence, we have to pick carefully among the potential sets of in-twins, and we may need to add another vertex to $\mathcal{B}$. There are three cases to cover. First, if all the concerning paths are fixable paths, then, by prioritizing the in-twins that are in the fixable paths, the endpoints and $c_{i+1+\frac{n}{2}}$ will be resolved without having to add another vertex in $\mathcal{B}$. Now, if all the concerning paths are unfixable paths, then, every in-twin along the concerning paths belongs to an concerning path, and thus we will need to add a supplementary vertex to $\mathcal{B}$ in order to resolve the endpoints and the sink $c_{i+1+\frac{n}{2}}$; here, we choose the sink $c_{i+1}$. Finally, if there are both unfixable paths and fixable paths, then, we can resolve the endpoints and the second sink by having the following priority on in-twins: those on unfixable paths followed by those on fixable paths followed by those on non-concerning paths. Doing this will guarantee that the endpoints and $c_{i+1+\frac{n}{2}}$ are resolved. This settles the sixth and last special case.

We will now prove that the vertices we added to $\mathcal{B}$ (sources, in-twins, and the four special cases) do form a strong resolving set. Since they were necessary to add, this will prove that $\mathcal{B}$ is indeed a metric basis.

First, note that every vertex in $\vec{U}$ is reached from some vertex in $\mathcal{B}$. Furthermore, recall that Algorithm 2 gives priority to vertices in the cycle when resolving a set of in-twins, which will be important in some parts of the proof: if we know that the cycle contains a in-twin, we know that it will be in $\mathcal{B}$.

Now, assume by contradiction that two vertices $u$ and $v$ are not resolved by $\mathcal{B}$. Since they are reachable, there is a vertex $b \in \mathcal{B}$ such that there are paths $P_{u}^{b}$ and $P_{v}^{b}$ from $b$ to $u$ and $v$, respectively. Let $x$ be the last common vertex of $P_{u}^{b}$ and $P_{v}^{b}$ (we can have $x=b$ ), and we can assume that every pair of predecessors of $u$ and $v$ is resolved (since, otherwise, we can just take the first unresolved pair of vertices on both paths). There are two cases to consider:

1. $u, v \in N^{+}(x)$. Since $u$ and $v$ are not resolved, they cannot be in-twins (since, otherwise, one of them would be in $\mathcal{B}$, a contradiction), and hence there is a vertex $w$ such that, wlog, the arc $\overrightarrow{w u}$ exists and the arc $\overrightarrow{w v}$ does not exist. Now, $w$ has to be reachable from a vertex in $\mathcal{B}$, so there are two more possibilities.
First, assume that there is a path from $x$ to $w$. There are two subcases here. In the first subcase, $u$, $w$ and $x$ are in the cycle $\vec{C}$ (of which $x$ is the only source and $u$ is the only sink). Then, whether $v$ is also in the cycle or not, either there is an in-twin or an in-arc coming from outside of $\vec{C}$ along the cycle, which would resolve $u$ and $v$, a contradiction; or we are in the third special case considered in Algorithm 2, and thus $u$ and $v$ are resolved, a contradiction. In the second subcase, the path from $x$ to $w$ goes through $u$, and thus $u$ and $w$ are both in the cycle $\vec{C}$ (which has no sink). Then, either there is an in-arc reaching $v$ or a vertex in $\vec{C}$, or there is an in-twin in $\vec{C}$, or we are in the second special case considered in Algorithm 2, and thus $u$ and $v$ are resolved, a contradiction. Now, assume that there is no such path, and thus there exists a vertex $b^{\prime} \in \mathcal{B}$ such that there is a path of length $k$ from $b^{\prime}$ to $w$. Since $u$ is an out-neighbour of $w$, this implies that there is a path of

(a) First special case: there is neither source, nor in-twin or in-arc coming from outside in $\vec{C}$.

(d) Fourth special case: $|\vec{C}| \geq 2 k$, sink is $c_{i+k}, c_{i+k-1}$ and $c_{i+k+1}$ both there is one source $c_{i}$ in $\vec{C}$, the have out-neighbours $v_{-}$and $v_{+}$with there is one source $c_{i}$ in $\vec{C}$, the in-degree 1, no vertex in $\vec{C} \backslash\left\{c_{i}\right\}$
sink is $c_{i+k}, c_{i+k-1}$ (wlog) has an out-neighbour $v$ with in-degree 1 , has an in-arc, no vertex in $\vec{C} \backslash$ no vertex in $\left\{c_{i-1}, c_{i-2}, \ldots, c_{i+k}\right\}\left\{c_{i}, c_{i-1}, c_{i+1}\right\}$ is an in-twin, and $c_{i-1}$ has an in-arc, and no vertex in and $c_{i+1}$ are not in a set of in-twins $\left\{c_{i-2}, c_{i-3}, \ldots, c_{i+k+1}\right\}$ is an in-twin. of size at least 3 .

(c) Third special case: there is one source $c_{i}$ in $\vec{C}$, the sink is either $c_{i-1}$ or $c_{i+1}$, and there is neither in-twin nor in-arc in $\vec{C} \backslash\left\{c_{i}\right\}$.

(f) Sixth special case: there are two sources $c_{i}$ and $c_{i+2}$ in $\vec{C}$, the sinks are $c_{i+1}$ and $c_{i+1+\frac{n}{2}}$, there is neither in-twin nor in-arc in $\vec{C} \backslash\left\{c_{i}, c_{i+2}\right\}$, and there is at least one unfixable path (in bolded arcs) and no fixable path.

Figure 4: The special cases of Algorithm [2 managed in Algorithm 3, where we have to add to $\mathcal{B}$ one more vertex other than the sources and the resolution of sets of in-twins. Vertices in $\mathcal{B}$ are in red, and the supplementary vertex added to $\mathcal{B}$ is identified by a square around it.
length $k+1$ from $w$ to $v$. There are two subcases here. First, $x$ and $b^{\prime}$ (or a representative along the path from $b^{\prime}$ to $w$ ) are the two sources of the cycle $\vec{C}, u$ and $v$ are its two sinks, and $\vec{C}$ contains at least 6 vertices. In this subcase, it is necessary that, in $\vec{C}$, a vertex outside of the two sources is an in-twin or has an in-arc coming from outside of $\vec{C}$, which resolves $u$ and $v$, a contradiction. The second subcase is if the path from $b^{\prime}$ to $v$ goes through $x$ (whether $b=b^{\prime}$ or not). But then, either there is an in-twin or an in-arc which resolves $u$ and $v$, a contradiction, or we are in the fourth or fifth special case considered in Algorithm 2, and thus $u$ and $v$ are resolved, a contradiction.
2. $u, v \notin N^{+}(x)$, hence, $u$ and $v$ each have a predecessor (respectively, $u^{\prime}$ and $v^{\prime}$ ) on $P_{u}^{b}$ and $P_{v}^{b}$. By hypothesis, there exists a vertex $b^{\prime} \in \mathcal{B}$ that resolves $u^{\prime}$ and $v^{\prime}$ but not $u$ and $v$, so there is a path of length $k$ from $b^{\prime}$ to $u^{\prime}$ and a path of length $k+1$ from $b^{\prime}$ to $v$ that does not go through $v^{\prime}$. Note that $b^{\prime}$ cannot be behind $x$ in $P_{u}^{b}$ or $P_{v}^{b}$ since otherwise it would not resolve $u^{\prime}$ and $v^{\prime}$, and it cannot be after in $P_{u}^{b}$ or $P_{v}^{b}$ since otherwise it would resolve $u$ and $v$, a contradiction. Hence, $b^{\prime}$ (or a representative along the path from $b^{\prime}$ to $v$ ) and $x$ are the two sources of the cycle $\vec{C}, u^{\prime}$ and $v$ are its two sinks, and $\vec{C}$ contains at least six vertices. Like in the previous case, it is necessary that, either we are in the sixth special case considered in Algorithm 2, or, in $\vec{C}$, a vertex outside of the two sources is an in-twin or has an in-arc coming from outside of $\vec{C}$, which resolves $u$ and $v$, a contradiction.

Hence, Algorithm 22 resolves every pair of vertices in $\vec{U}$, and thus it returns a metric basis of a unicyclic graph. Finally, it is easy to see that it computes $\mathcal{B}$ in linear-time; for the concerning paths in the sixth special case, we can do a breadth-first search of the graph starting from the sink $c_{i+1}$ to identify them, then go through the search tree again to compute, for each set of in-twins, which are all comprised of vertices in concerning paths (giving us unfixable paths) and which are not (giving us fixable paths), and a third loop to relabel correctly the concerning paths.

(a) No source in the cycle, but there

(b) No source in the cycle, but there is an in-twin, which has priority.

(c) A source $c_{i}$, a sink either $c_{i-1}$ or $c_{i+1}$, but an in-arc coming from outside.

(e) $|\vec{C}|=2 k$, there is one source $c_{i}$

(d) A source $c_{i}$, and a sink that is neither $c_{i-1}$ nor $c_{i+1}$.
in $\vec{C}$, the sink is $c_{i+k}, c_{i+k-1}$ and $c_{i+k+1}$ both have out-neighbours $v_{-}$ $c_{i+k+1}$ both have out-neighbours $v_{-}$(f) There are two sources $c_{i}$ and $c_{i+2}$ $\xrightarrow{\text { and }} v_{+}$with in-degree 1 , no vertex in in $\vec{C}$, the sinks are $c_{i+1}$ and $c_{i+1+\frac{n}{2}}$, $\vec{C} \backslash\left\{c_{i}\right\}$ has an in-arc, no vertex in and there is at least one unfixable $\vec{C} \backslash\left\{c_{i}, c_{i-1}, c_{i+1}\right\}$ is an in-twin, but path (in bolded arcs) and no fixable $c_{i-1}$ and $c_{i+1}$ are in a set of in-twins path, but there is an in-arc coming of size at least 3 .
 from outside of $\vec{C}$.

(g) There are two sources $c_{i}$ and $c_{i+2}$ in $\vec{C}$, the sinks are $c_{i+1}$ and $c_{i+1+\frac{n}{2}}$, there is neither in-twin nor in-arc in $\vec{C} \backslash\left\{c_{i}, c_{i+2}\right\}$, and there is at least one unfixable path (in bolded arcs), but there is at least one fixable path (in bolded and dashed arcs).

(h) Two sources, not in the special case configuration.

(i) More than two sources.

Figure 5: The standard cases of Algorithm 2, when a metric basis $\mathcal{B}$ of an orientation of a unicyclic graph contains every source and resolves every set of in-twins (with some priority, identified with a diamond). Vertices in $\mathcal{B}$ are in red.

## 4 Modular width

In a digraph $G$, a set $X \subseteq V(G)$ is a module if every vertex not in $X$ 'sees' all vertices of $X$ in the same way. More precisely, for each $v \in V(G) \backslash X$ one of the following holds: (i) $(v, x),(x, v) \in E(G)$ for all $x \in X$, (ii) $(v, x),(x, v) \notin E(G)$ for all $x \in X$, (iii) $(v, x) \in E(G)$ and ( $x, v) \notin E(G)$ for all $x \in X$, (iv) $(v, x) \notin E(G)$ and $(x, v) \in E(G)$ for all $x \in X$. The singleton sets, $\emptyset$, and $V(G)$ are trivially modules of $G$. We call the singleton sets the trivial modules of $G$.


Figure 6: An example on how to decompose and draw a digraph using modules.
The graph $G[X]$ where $X$ is a module of $G$ is called a factor of $G$. A family $\mathcal{X}=\left\{X_{1}, \ldots, X_{s}\right\}$ is a factorization of $G$ if $\mathcal{X}$ is a partition of $V(G)$, and each $X_{i}$ is a module of $G$. If $X$ and $Y$ are two non-intersecting modules, then the relationship between $x \in X$ and $y \in Y$ is one of (i)-(iv) and always the same no matter which vertices $x$ and $y$ are exactly. Thus, given a factorization $\mathcal{X}$, we can identify each module with a vertex, and connect them to each other according to the arcs between the modules. More formally, we define the quotient $G / \mathcal{X}$ with respect to the factorization $\mathcal{X}$ as the graph with the vertex set $\mathcal{X}=\left\{X_{1}, \ldots, X_{s}\right\}$ and $\left(X_{i}, X_{j}\right) \in E(G / \mathcal{X})$ if and only if $\left(x_{i}, x_{j}\right) \in E(G)$ where $x_{i} \in X_{i}$ and $x_{j} \in X_{j}$. A quotient depicts the connections of the different modules of a factorization to each other while omitting the internal structure of the factors. Each factor itself can be factorized further (as long as it is nontrivial, i.e. not a single vertex). By factorizing the graph $G$ and its factors until no further factorization can be done, we obtain a modular decomposition of $G$. The width of a decomposition is the maximum number of sets in a factorization (or equivalently, the maximum number of vertices in a quotient) in the decomposition. The modular width of $G$ is defined as the minimum width over all possible modular decompositions of $G$, and we denote it by $\operatorname{mw}(G)$. An optimal modular decomposition of a digraph can be computed in linear time [20. Metric Dimension for undirected graphs was shown to be fixed parameter tractable when parameterized by modular width by Belmonte et al. [2]. We will generalize their algorithm to directed graphs and strong and weak metric dimensions.

The following result lists several useful observations.
Proposition 8. Let $\mathcal{X}=\left\{X_{1}, \ldots, X_{s}\right\}$ be a factorization of $G$, and let $W \subseteq V(G)$ be a resolving set of $G$.
(i) For all $x, y \in X_{i}$ and $z \in X_{j}, i \neq j$, we have $\operatorname{dist}_{G}(x, z)=\operatorname{dist}_{G}(y, z)$ and $\operatorname{dist}_{G}(z, x)=\operatorname{dist}_{G}(z, y)$.
(ii) For all $x \in X_{i}$ and $y \in X_{j}, i \neq j$, we have $\operatorname{dist}_{G}(x, y)=\operatorname{dist}_{G / \mathcal{X}}\left(X_{i}, X_{j}\right)$.
(iii) For all $x, y \in V(G)$ we have either $\operatorname{dist}_{G}(x, y) \leq \operatorname{mw}(G)$ or $\operatorname{dist}_{G}(x, y)=\infty$.
(iv) The set $\left\{X_{i} \in \mathcal{X} \mid W \cap X_{i} \neq \emptyset\right\}$ is a resolving set of the quotient $G / \mathcal{X}$.
(v) For all distinct $x, y \in X_{i}$, where $X_{i} \in \mathcal{X}$ is nontrivial, we have $\operatorname{dist}_{G}(w, x) \neq \operatorname{dist}_{G}(w, y)$ for some $w \in W \cap X_{i}$.
(vi) Let $w_{1}, w_{2} \in X_{i}$. If $\operatorname{dist}_{G}\left(w_{1}, x\right) \neq \operatorname{dist}_{G}\left(w_{2}, x\right)$, then $x \in X_{i}$ and $\operatorname{dist}_{G}\left(w_{1}, x\right) \neq \operatorname{dist}_{G}\left(w_{1}, y\right)$ or $\operatorname{dist}_{G}\left(w_{2}, x\right) \neq \operatorname{dist}_{G}\left(w_{2}, y\right)$ for each $y \notin X_{i}$.

The basic idea of our algorithm (and that of [2]) is to compute metric bases that satisfy certain conditions for the factors and combine these local solutions into a global solution. We know that nontrivial modules must contain elements of a resolving set, as modules must be resolved locally (Proposition 8 (i)). While combining the local solutions of nontrivial modules, we need to make sure that a vertex $x \in X_{i}$, where $X_{i}$ is nontrivial, is resolved from all $y \notin X_{i}$. If $x$ and $y$ are resolved as described in Proposition 8 (vi), then we need to do nothing special. However, if $x \in X_{i}$ is such that $\operatorname{dist}_{G}(w, x)=d$ for all $w \in W_{i}$ and a fixed $d \in\{1, \ldots, \operatorname{mw}(G), \infty\}$, there might exist a vertex $y \notin X_{i}$ such that $W_{i}$ does not
resolve $x$ and $y$. We call such a vertex $x d$-constant (with respect to $W_{i}$ ). We need to keep track of $d$-constant vertices and make sure they are resolved when we combine the local solutions. There are at $\operatorname{most} \operatorname{mw}(G)+1 d$-constant vertices in each factor due to Proposition 8 (iii). We need to also make sure vertices in different modules that contain no elements of the solution set are resolved. To do this, we might need to include some vertices from the trivial modules in addition to the vertices we have included from the nontrivial modules.

In the algorithm presented in [2], the problems described above are dealt with by computing values $w(H, p, q)$ for every factor $H$, where $w(H, p, q)$ is the minimum cardinality of a resolving set of $H$ (with respect to the distance in $G$ ) where some vertex is 1-constant iff $p=$ true and some vertex is 2-constant iff $q=$ true (for undirected graphs these are the only two relevant cases). The same values are then computed for the larger graph by combining different solutions of the factors and taking their minimum. Our generalization of this algorithm is along the same lines as the original, however, we have more boolean values to keep track of. One difference to the techniques of the original algorithm is that we do not use the auxiliary graphs Belmonte et al. use. These auxiliary graphs were needed to simulate the distances of the vertices of a factor in $G$ as opposed to only within the factor. In our approach, we simply use the distances in $G$ and not the distances in the factors or the auxiliary graphs.

Theorem 9. The metric dimension of a digraph $G$ with $\operatorname{mw}(G) \leq t$ can be computed in time $\mathcal{O}\left(t^{5} 2^{t^{2}} n+\right.$ $\left.n^{3}+m\right)$ where $n=|V(G)|$ and $m=|E(G)|$.

Proof. Let us consider one level of an optimal modular decomposition of $G$. Let $H$ be a factor somewhere in the decomposition, and let $\mathcal{X}=\left\{X_{1}, \ldots, X_{s}\right\}$ be the factorization of $H$ according to the modular decomposition. For the graph $H$ (and its nontrivial factors $\left.H\left[X_{i}\right]\right)$ we denote by $w(H, \mathbf{p})$ the minimum cardinality of a set $W \subseteq V(H)$ such that
(i) $W$ resolves $V(H)$ in $G$,
(ii) $\mathbf{p}=\left(p_{1}, \ldots, p_{\operatorname{mw}(G)}, p_{\infty}\right)$ where $p_{d}=$ true if and only if $H$ contains a $d$-constant vertex with respect to $W$.

If such a set does not exist, then $w(H, \mathbf{p})=\infty$. In order to compute the values $w(H, \mathbf{p})$, we next introduce the auxiliary values $\omega(\mathbf{p}, I, P)$. The values $w\left(H\left[X_{i}\right], \mathbf{p}\right)$ are assumed to be known for all $\mathbf{p}$ and nontrivial modules $X_{i}$. Let the factorization $\mathcal{X}$ be labeled so that the modules $X_{i}$ are trivial for $i \in\{1, \ldots, h\}$ and nontrivial for $i \in\{h+1, \ldots, s\}$. Let $I \subseteq\{1, \ldots, h\}$ and

$$
P=\left(\begin{array}{c}
\mathbf{p}^{h+1} \\
\vdots \\
\mathbf{p}^{s}
\end{array}\right)
$$

We define $\omega(\mathbf{p}, I, P)=|I|+\sum_{i=h+1}^{s} w\left(H\left[X_{i}\right], \mathbf{p}^{i}\right)$ if the conditions (a)-(d) hold. In what follows, a representative of a module $X_{i}$ is denoted by $x_{i}$.
(a) The set $Z=\left\{X_{i} \in \mathcal{X} \mid i \in I \cup\{h+1, \ldots, s\}\right\}$ resolves the quotient $H / \mathcal{X}$ with respect to the distances in $G$.
(b) For $d \in\{1, \ldots, \operatorname{mw}(G), \infty\}$ and $i \in\{h+1, \ldots, s\}$, if $p_{d}^{i}=$ true, then for each trivial module $X_{j}=\left\{x_{j}\right\}$ where $j \notin I$ we have $\operatorname{dist}_{G}\left(x_{i}, x_{j}\right) \neq d$ or there exists $X_{k} \in Z \backslash\left\{X_{i}\right\}$ such that $\operatorname{dist}_{G}\left(x_{k}, x_{i}\right) \neq \operatorname{dist}_{G}\left(x_{k}, x_{j}\right)$.
(c) For $d_{1}, d_{2} \in\{1, \ldots, \operatorname{mw}(G), \infty\}$ and distinct $i, j \in\{h+1, \ldots, s\}$, if $p_{d_{1}}^{i}=p_{d_{2}}^{j}=$ true, then $\operatorname{dist}_{G}\left(x_{i}, x_{j}\right) \neq d_{1}$, or $\operatorname{dist}_{G}\left(x_{j}, x_{i}\right) \neq d_{2}$, or there exists $X_{k} \in Z \backslash\left\{X_{i}, X_{j}\right\}$ such that $\operatorname{dist}_{G}\left(x_{k}, x_{i}\right) \neq$ $\operatorname{dist}_{G}\left(x_{k}, x_{j}\right)$.
(d) For all $d \in\{1, \ldots, \operatorname{mw}(G), \infty\}$, we have $p_{d}=$ true (in $\mathbf{p}$ ) if and only if for some $i \in\{1, \ldots, h\} \backslash I$ we have $\operatorname{dist}_{G}\left(x_{j}, x_{i}\right)=d$ for all $X_{j} \in Z$, or for some $i \in\{h+1, \ldots, s\}$ we have $p_{d}^{i}=$ true and $\operatorname{dist}_{G}\left(x_{j}, x_{i}\right)=d$ for all $X_{j} \in Z \backslash\left\{X_{i}\right\}$.

If these conditions cannot be met, then we set $\omega(\mathbf{p}, I, P)=\infty$.
Here we give an outline of a proof for the equality $w(H, \mathbf{p})=\min _{I, P} \omega(\mathbf{p}, I, P)$.

We will first show that $w(H, \mathbf{p}) \leq \min _{I, P} \omega(\mathbf{p}, I, P)$. This clearly holds if $\min _{I, P} \omega(\mathbf{p}, I, P)=\infty$. So assume that $I$ and $P$ are such that $\omega(\mathbf{p}, I, P)$ is as small as possible. Let $W \subseteq V(G)$ be such that each $W_{i}=X_{i} \cap W$ is a $w\left(H\left[X_{i}\right], \mathbf{p}^{i}\right)$-set for $i \in\{h+1, \ldots, s\},|W|=\omega(\mathbf{p}, I, P)$, and $W$ fulfills the conditions (a)-(d). We will show that $W$ fulfills the conditions (i) and (ii), and thus $|W| \geq w(H, \mathbf{p})$.
(i) $W$ resolves $V(H)$ in $G$ : If $x, y \in X_{i}$, then $i \in\{h+1, \ldots, s\}$ and $x$ and $y$ are resolved by $W_{i}$. Assume that $x \in X_{i}$ and $y \in X_{j}, i \neq j$. Suppose that $x$ and $y$ are not resolved due to Proposition 8 (vi). Then at least one of them is $d$-constant or they are both in trivial modules. Now, if $i, j \in\{1, \ldots, h\}$, then $x$ and $y$ are resolved due to condition (a). If $i \in\{1, \ldots, h\}$ and $j \in\{h+1, \ldots, s\}$, then $x$ and $y$ are resolved due to condition (b). If $i, j \in\{h+1, \ldots, s\}$, then $x$ and $y$ are resolved due to condition (c).
(ii) This holds due to condition (d).

Therefore, $w(H, \mathbf{p}) \leq \min _{I, P} \omega(\mathbf{p}, I, P)$.
Let us then show that $w(H, \mathbf{p}) \geq \min _{I, P} \omega(\mathbf{p}, I, P)$. Again, if $w(H, \mathbf{p})=\infty$, then the claim clearly holds. So assume that $W \subseteq V(G)$ is such that $|W|=w(H, \mathbf{p})$ and $W$ fulfills conditions (i) and (ii). Denote $W_{i}=X_{i} \cap W$ for $i \in\{h+1, \ldots, s\}$. Each $W_{i}$ resolves $X_{i}$ in $G$ due to Proposition 8 (v), and thus $\left|W_{i}\right| \geq w\left(H\left[X_{i}\right], \mathbf{p}^{i}\right)$ for $\mathbf{p}^{i}$ defined with respect to $W_{i}$. Let $P$ be defined with these $\mathbf{p}^{i}$ 's, and let $I=\left\{i \in\{1, \ldots, h\} \mid W \cap X_{i} \neq \emptyset\right\}$. Now, $|W| \geq|I|+\sum_{i=h+1}^{s} w\left(H\left[X_{i}\right], \mathbf{p}^{i}\right)$. Moreover, the conditions (a)-(d) hold:
(a) Holds due to condition (i).
(b) Assume to the contrary that $p_{d}^{i}=$ true and $j \in\{1, \ldots, h\} \backslash I$ is such that $\operatorname{dist}_{G}\left(x_{k}, x_{i}\right)=$ $\operatorname{dist}_{G}\left(x_{k}, x_{j}\right)$ for all $X_{k} \in Z \backslash\left\{X_{i}\right\}$. Let $x \in X_{i}$ be $d$-constant. Since $W$ resolves $x$ and $y$, there exists $w \in W_{i}$ such that $\operatorname{dist}_{G}(w, x) \neq \operatorname{dist}_{G}\left(w, x_{j}\right)$, and thus $\operatorname{dist}_{G}\left(x_{i}, x_{j}\right)=\operatorname{dist}_{G}\left(w, x_{j}\right) \neq d$.
(c) Can be shown with the same technique as (b).
(d) Clear.

Therefore, $|W| \geq \omega(\mathbf{p}, I, P)$ and $w(H, \mathbf{p}) \geq \min _{I, P} \omega(\mathbf{p}, I, P)$.
Let us then discuss the complexity of this algorithm. As a preprocessing step, we need to compute the distances between all pairs of vertices. This can be done using Floyd-Warshall in $\mathcal{O}\left(n^{3}\right)$ time. An optimal modular decomposition can be computed in $\mathcal{O}(n+m)$ time [20]. We then need to compute the values $w(H, \mathbf{p})$ for each factor $H$ starting from the trivial modules and working our way up in the decomposition. The values $w(H, \mathbf{p})$ are computed using the auxiliary values $\omega(\mathbf{p}, I, P)$. There are $\mathcal{O}\left(2^{t^{2}}\right)$ different possibilities for $I$ and $P$ and their combinations (note that the vector $\mathbf{p}$ is determined based on $I$ and $P$ ). For each pair $I, P$, we need to check the conditions (a)-(d), out of which (c) is the most costly time-wise and can be checked in $\mathcal{O}\left(t^{5}\right)$ time. Thus, computing the values $w(H, \mathbf{p})$ can be done in $\mathcal{O}\left(t^{5} 2^{t^{2}}\right)$ time for each $H$. The total computing time then follows from the fact that there are at most $2 n$ factors in any modular decomposition of a graph with $n$ vertices. (The decomposition can be presented as a rooted tree where the vertices represent the factors and edges represent inclusion. In this tree the leaves are exactly the trivial modules, and there are $n$ of them. Every internal vertex has degree at least 3 , except the root has degree at least 2 . Using the handshake lemma it is then straightforward to show that this tree can have at most $2 n$ vertices.)

The original algorithm of Belmonte et al. has conditions (a)-(g), of which (a) is (essentially) the same as (a) above, (b) and (c) are covered by (b), (d) and (e) by (c), and (f) and (g) by (d). Notice that our condition (c) is true whenever $\operatorname{dist}_{G}\left(x_{i}, x_{j}\right)=\operatorname{dist}_{G}\left(x_{j}, x_{i}\right)$ and $d_{1} \neq d_{2}$. Specifically, if $G$ is undirected, we do not need to care about (c) for pairs where $d_{1} \neq d_{2}$.

## 5 NP-hardness for restricted DAGs

We now complement the hardness result from [1] which was for bipartite DAGs of maximum degree 8 and maximum distance 4 .

Theorem 10. Metric Dimension is NP-complete, even on planar triangle-free DAGs of maximum degree 6 and maximum distance 4 .

Proof. We reduce from Vertex Cover on 2-connected planar cubic graphs, which is known to be NP-complete [22, Theorem 4.1].

Given a 2 -connected planar cubic graph $G$, we construct a DAG $G^{\prime}$ as follows. First of all, note that by Petersen's theorem, $G$ contains a perfect matching $M \subset E(G)$, that can be constructed in polynomial time. A planar embedding of $G$ can also be constructed in polynomial time, so we fix one. We let $V\left(G^{\prime}\right)=V(G) \bigcup_{e=u v \in E(G)}\left\{a_{e}, b_{e}, c_{e}, d_{e}^{u}, d_{e}^{v}\right\} \bigcup_{e=u v \in M}\left\{f_{e}, g_{e}, h_{e}\right\}$. For every edge $e=u v$ of $G$, we add the $\operatorname{arcs}\left\{\overrightarrow{a_{e} b_{e}}, \overrightarrow{b_{e} c_{e}}, \overrightarrow{c_{e} d_{e}^{u}}, \overrightarrow{c_{e} d_{e}^{v}}, \overrightarrow{u d_{e}^{u}}, \overrightarrow{v d_{e}^{v}}\right\}$. For every edge $e=u v$ of the perfect matching $M$ of $G$, assuming the neighbours of $u$ (in the clockwise cyclic order with respect to the planar embedding of $G$ ) are $v, x, y$ and those of $v$ are $u, s, t$, we arbitrarily fix one side of the edge $u v$ to place the vertices $f_{e}, g_{e}$ and $h_{e}$ (say, on the side that is close to the edges $u x$ and $v t$ ). We add the arcs $\left\{\overrightarrow{f_{e} g_{e}}, \overrightarrow{g_{e} c_{e}}, \overrightarrow{g_{e} h_{e}}, \overrightarrow{h_{e} u}, \overrightarrow{h_{e} v}, \overrightarrow{c_{e} c_{u y}}, \overrightarrow{c_{e} c_{v s}}, \overrightarrow{h_{e} c_{u x}}, \overrightarrow{h_{e} c_{v t}}\right\}$.

Using the embedding of $G, G^{\prime}$ can also be drawn in a planar way, it has maximum degree 6 (the vertices of type $c_{e}$ are of degree 6 when $e \in M$ ), has no triangles, and no shortest directed path of length 5. See Figure 7 for an illustration.


Figure 7: Illustration of the reduction for an edge $e=u v$ of $G$ in $M$, and the surrounding edges $u x, u y$, $v s$ and $v t$. Squared vertices are the original ones from $G$.

Now, we claim that $G$ has a vertex cover of size at most $k$ if and only if $G^{\prime}$ has metric dimension at most $k+|E(G)|+|M|=k+4|E(G)| / 3=k+2|V(G)|$.

If $G$ has a vertex cover $C$ of size $k$, we construct a resolving set $R(C)$ of $G^{\prime}$ as follows. Include the vertices of $C$ in $R(C)$, as well as all vertices of $\left\{a_{e} \mid e \in E(G)\right\} \cup\left\{f_{e} \mid e \in M\right\}$. The vertices in $R(C)$ are clearly uniquely resolved. For a given edge $e$ of $G$, vertex $b_{e}$ and $c_{e}$ are uniquely at distance 1 and 2 from $a_{e}$, respectively, so all vertices of these types are uniquely resolved. Among the other vertices, $d_{e}^{u}$ and $d_{e}^{v}$ are the only ones at distance 3 from $a_{e}$; moreover, $d_{e}^{u}$ is at distance 1 from $u$ and $d_{e}^{v}$ at distance 1 from $v$, but not vice-versa, so $C \cap\{u, v\}$ resolves $d_{e}^{u}$ and $d_{e}^{v}$. Thus, all vertices of these types are uniquely resolved. Among the remaining vertices, $g_{e}$ and $h_{e}$ are uniquely at distance 1 and 2 from $f_{e}$, respectively, so all vertices of these types are uniquely resolved. Finally, the vertices in $V(G) \backslash R(C)$ are resolved by the unique vertex of type $f_{e}$ from which each of them is at distance 3 . Hence, all vertices are uniquely resolved and $R(C)$ is indeed a resolving set of $G^{\prime}$.

Conversely, let $R$ be a resolving set of $G^{\prime}$ of size at most $k+|E(G)|+|M|$. Notice that for each edge $e$ of $G$, one of $a_{e}, b_{e}$ belongs to $R$ in order to resolve these two pairs, and similarly, for each edge $e$ in $M$, one of $f_{e}, g_{e}$ belongs to $R$ (in the case of strong metric dimension, $a_{e}$ and $f_{e}$ belong to the solution, since they are sinks).

We construct a potential vertex cover $C(R)$ by taking $R \cap V(G)$. Moreover, for each edge $e=$ $u v$ in $M$, we add to $C(R)$ any of $u, v$ (if possible, one that is not yet in $C(R)$ ) in case the set $\left\{a_{e}, b_{e}, c_{e}, f_{e}, g_{e}, h_{e}, d_{e}^{u}, d_{e}^{v}\right\}$ contains three vertices of $R$. If it contains at least four, both $u, v$ are put into $C(R)$. Similarly, for each edge $e=u v$ in $E(G) \backslash M$, we add to $C(R)$ any of $u, v$ in case the set $\left\{a_{e}, b_{e}, c_{e}, d_{e}^{u}, d_{e}^{v}\right\}$ contains two vertices of $R$ (if possible, we add one that is not yet in $C(R)$ ), and we add both $u, v$ if it contains more than two vertices of $R$.

By the above paragraph, the resulting set $C(R)$ contains at most $|R|-|E(G)|-|M| \leq k$ vertices. Now, consider a pair $d_{e}^{u}$, $d_{e}^{v}$ for some edge $e$. If $u$ or $v$ is in $R$, it is also in $C(R)$, and $e$ is covered by $C(R)$. Assume now that none of $u, v$ is in $R$. If $e \in M$, necessarily one of $u, v, d_{e}^{u}, d_{e}^{v}$ belongs to $R$ to resolve that pair, and so, as none of $u, v$ are in $R,\left|a_{e}, b_{e}, c_{e}, f_{e}, g_{e}, h_{e}, d_{e}^{u}, d_{e}^{v}\right| \geq 3$ and by our construction, either $u$ or $v$ (or both) have been added to $C(R)$. Thus, $e$ is covered by $C(R)$. If $e \notin M$, the only vertices that can resolve $d_{e}^{u}, d_{e}^{v}$ are again $u, v, d_{e}^{u}, d_{e}^{v}$, or a vertex $h_{e^{\prime}}$ where $e^{\prime} \neq e$ is an edge of $G$ in $M$ incident with $u$ or $v$ and $h_{e^{\prime}}$ is not adjacent to $c_{e}$. Again, as none of $u, v$ is in $R$, if one of $d_{e}^{u}, d_{e}^{v}$ belongs to $R,\left|a_{e}, b_{e}, c_{e}, d_{e}^{u}, d_{e}^{v}\right| \geq 2$ and by our construction, either $u$ or $v$ (or both) have been added to $C(R)$. Otherwise, it must be that some vertex $h_{e^{\prime}}$ is in $R$, where $e^{\prime} \neq e$ is an edge of $G$ in $M$ incident with $u$ or $v$ (say, $u$ and $e^{\prime}=u w$ ) and $h_{e^{\prime}}$ is not adjacent to $c_{e}$. But notice that $h_{e^{\prime}}$ does not resolve $d_{e^{\prime}}^{u}$ and $d_{e^{\prime}}^{w}$, as $e^{\prime} \in M$. Thus, either $w \in R$ and $\left|a_{e^{\prime}}, b_{e^{\prime}}, c^{\prime} e, f_{e^{\prime}}, g_{e^{\prime}}, h_{e^{\prime}}, d_{e^{\prime}}^{u}, d_{e^{\prime}}^{w}\right| \geq 3$, or $w \notin R$ and $\left|a_{e^{\prime}}, b_{e^{\prime}}, c_{e}, f_{e^{\prime}}, g_{e^{\prime}}, h_{e^{\prime}}, d_{e^{\prime}}^{u}, d_{e^{\prime}}^{w}\right| \geq 4$. In both cases, by our construction, we would have added $u$ to $C(R)$. Thus, in all cases, one of $u, v$ belongs to $C(R)$ and $e$ is covered. Thus, $C(R)$ is a vertex cover of size at most $k$, as needed.

## 6 Conclusion

Metric Dimension can be solved in polynomial time on outerplanar graphs, using an involved algorithm [6]. Can one generalize our algorithms for trees and unicyclic graphs to solve Metric Dimension for directed (or at least, oriented) outerplanar graphs in polynomial time? Extending our algorithm to cactus graphs already seems nontrivial.

Is Metric Dimension NP-hard on planar bipartite subcubic DAGs?
Also, it would be interesting to see which hardness results known for Metric Dimension of undirected graphs also hold for DAGs, or for oriented graphs.
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