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#### Abstract

We generalise the popular cops and robbers game to multi-layer graphs, where each cop and the robber are restricted to a single layer (or set of edges). We show that initial intuition about the best way to allocate cops to layers is not always correct, and prove that the multi-layer cop number is neither bounded from above nor below by any increasing function of the cop numbers of the individual layers. We determine that it is NP-hard to decide if $k$ cops are sufficient to catch the robber, even if every cop layer is a tree and a set of isolated vertices. However, we give a polynomial time algorithm to determine if $k$ cops can win when the robber layer is a tree. Additionally, we investigate a question of worst-case divisions of a simple graph into layers: given a simple graph $G$, what is the maximum number of cops required to catch a robber over all multi-layer graphs where each edge of $G$ is in at least one layer and all layers are connected? For cliques, suitably dense random graphs, and graphs of bounded treewidth, we determine this parameter up to multiplicative constants. Lastly we consider a multi-layer variant of Meyniel's conjecture, and show the existence of an infinite family of graphs whose multi-layer cop number is bounded from below by a constant times $n / \log n$, where $n$ is the number of vertices in the graph.
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## 1 Introduction

Cops and robbers is a 2-player adversarial game played on a graph introduced independently by Nowakowski and Winkler [32], and Quilliot [34]. At the start of the game, the cop player chooses a starting vertex for each of a specified number of cops, and the robber player then selects a starting vertex for the robber. Then in subsequent rounds, the cop player first chooses none, some, or all cops and moves them along exactly one edge to a new vertex. The robber player then either moves the robber along an edge or leaves the robber on its current vertex. The cop player wins if after some finite number of rounds a cop occupies the same vertex as the robber, and the robber wins otherwise. Both players have perfect information about the graph and the locations of cops and robbers. Initially, research focussed on games with only one cop and one robber, and graphs on which the cop could win were classed as copwin graphs. Aigner and Fromme [1] introduced the idea of playing with multiple cops, and defined the cop number of a graph as the minimum number of cops required for the cop player to win on that graph. Many variants of the game have been studied, and for an in-depth background on cops and robbers, we direct the reader to [8].

In this paper, we play cops and robbers on multi-layer graphs where each cop and the robber will be associated with exactly one layer, and during their respective turns, will move only along edges that exist in their layer. While we define multi-layer graphs formally in upcoming sections, roughly speaking here a

[^0]multi-layer graph is a single set of vertices with each layer being a different (though possibly overlapping) set of edges on those vertices. The variants we study could intuitively be based on the premise that the cops are assigned different modes of transport. For instance, a cop in a car may be able to move quickly down streets, while a cop on foot may be slower down a street, but be able to quickly cut between streets by moving through buildings or down narrow alleys.

Extending cops and robbers to multi-layer graphs creates some new variants, and generalises some existing ones. Fitzpatrick [20] introduced the precinct variant, which assigns to each cop a subset of the vertices (called their beat), and each cop can never leave their beat. This can be modelled as multi-layer cops and robbers by restricting each layer to a given beat. Fitzpatrick [20] mainly considers the case were a beat is an isometric path, we allow more arbitrary (though usually spanning and connected) beats/layers. Clarke [15] studies the problem of covering a graph with a number of cop-win subgraphs to upper bound the cop number of a graph - again such constructions can be modelled as multi-layer graphs with the edges of each layer forming a cop-win graph. Another commonly studied variant of cops and robbers defines a speed $s$ (which may be infinite) such that the robber can move along a path of up to $s$ edges on their turn [9, Section 3.2]. These can also be modelled as multi-layer graphs by adding edges between any pair of vertices of distance at most $s$ that only belong to the layer the robber is occupying.

### 1.1 Further Related Work

Temporal graphs, in which edges are active only at certain time steps, are sometimes modelled as multilayered graphs. There has been some work on cops and robbers on temporal graphs, though generally yielding quite a different game to the ones we consider here as a cop is not restricted to one layer. In particular, [4] considers cops and robbers on temporal graphs and when the full temporal graph is known they give a $\mathcal{O}\left(n^{3} T\right)$ algorithm to determine the outcome of the game where $T$ is the number of timesteps. See also [13].

Variants of cops and robbers are also studied for their relationships to other parameters of graphs. For instance, the cop number of a graph $G$ is at most one plus half the treewidth of $G$ [26]. And if one considers the "helicopter" variant of cops and robbers, the treewidth of a graph is strictly less than the helicopter cop number of the graph [38]. A recent pre-print of Toruńczyk [41] generalises many graph parameters, including treewidth, clique-width, degeneracy, rank-width, and twin-width, through the use of variants of cops and robbers. We introduce our multi-layer variants of cops and robbers partially in the hopes of spurring research towards multi-layer graph parameters using similar techniques.

Recently Lehner, resolving a conjecture by Schröeder [36], showed the cop number of a toroidal graph is at most three [29]. There is also an interesting connection between cop number and the genus of the host graph $[1,11,35,36]$. It remains open whether any such connection can be made in the multi-layer setting.

### 1.2 Outline and Contributions

In Section 2 we define multi-layer graphs and multi-layer cops and robbers.
In Section 3 we develop several examples which highlight several counter-intuitive facts and properties of the multi-layer cops and robbers game. In particular, we show the multi-layer cop number is not bounded from above or below by a non-trivial function of the cop numbers of the individual cop layers.

In Section 4 we study the computational complexity of some multi-layer cops and robbers problems. We show that deciding if a given number of cops can catch a robber is NP-hard even if every cop layer is a tree and possibly some isolated vertices. On the contrary we show that if only the robber layer is required to be a tree, then the problem is FPT in the number of cops and the number of layers of the graph.

In Section 5 we consider an extremal version of multi-layer cop number over all divisions into layers of a single-layer graph. In particular, for a given single-layer graph $G$ we consider the maximum multi-layer cop number of any multi-layer graph $\mathcal{G}$ when all edges of $G$ are present in at least one layer of $\mathcal{G}$. We determine this variant of the cop number upto constants for cliques and suitably dense random graphs, and provide a bound on it by the treewidth of $G$.

In Section 6 we consider Meyniel's conjecture, which states that the single-layer cop number of any connected $n$-vertex graph is $\mathcal{O}(\sqrt{n})$ and is a central open question in cops and robbers. We investigate
whether a multi-layer analogue of Meyniel's conjecture can hold and give a construction with only two cop layers which requires $\Omega(n / \log n)$ cops to police. This determines the worst case multi-layer cop number up to a multiplicative $\mathcal{O}(\log n)$ factor. This contrasts with the situation on simple graphs, where the worst-case is only known up to a multiplicative $n^{1 / 2-o(1)}$ factor.

Finally, in Section 7 we reflect and conclude with some open problems.

## 2 Definitions and Notation

We write $[n]$ to mean the set of integers $\{1, \ldots, n\}$.

Graphs. Given a set $V$ we write $\binom{V}{2}$ to mean all possible 2-element subsets (i.e., edges) of $V$. A simple graph is then defined as $G:=(V, E)$ where $E \subseteq\binom{V}{2}$. For a vertex $v \in V$ we let $d_{G}(v):=|\{u: u v \in E\}|$ be the degree of vertex $v$ in $G$, and $\delta(G):=\min _{v \in V(G)} d_{G}(v)$ denote the minimum degree in a graph $G$. If, for all $v \in V, d_{G}(v)=r$ for some integer $r$, we say that $G$ is $r$-regular. If the exact value of $r$ is not important, we may just say that $G$ is regular. If, instead, for all $v \in V, d_{G}(v) \in\{r, r+1\}$ for some integer $r$, we say that $G$ is almost-regular. The distance between two vertices $u$ and $v$ in a graph is the length of a shortest path between $u$ and $v$.

Multi-Layer Graphs. A multi-layer graph $\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$ consists of a vertex set $V$ and a collection $\left\{E_{1}, \ldots, E_{\tau}\right\}$, for some integer $\tau \geqslant 1$, of edge sets (or layers), where for each $i, E_{i} \subseteq\binom{V}{2}$. We often slightly abuse terminology and refer to a layer $E_{i}$ as a graph; when we do this, we specifically refer to the graph $\left(V, E_{i}\right)$, i.e., we always include every vertex in the original multi-layer graph, even if such a vertex is isolated in $\left(V, E_{i}\right)$. For instance, we often restrict ourselves to multi-layer graphs where, for each $i \in[\tau]$, the simple graph $\left(V, E_{i}\right)$ is connected. In this instance we say that each layer is connected. Given a multi-layer graph $\left(V,\left\{E_{1}, \ldots E_{\tau}\right\}\right)$ let the flattened version of a multi-layer graph, written as $\mathrm{fl}(\mathcal{G})$, be the simple graph $G=\left(V, E_{1} \cup \cdots \cup E_{\tau}\right)$.

Cops and Robbers on Graphs. Cops and robbers is typically played on a simple graph, with one player controlling some number of cops and the other player controlling the robber. On each turn, the cop player can move none, some, or all of the cops, however each cop can only move along a single edge incident to their current vertex. The robber player can then choose to move the robber along one edge, or have the robber stay still. The goal for the cop player is to end their turn with the robber on the same vertex as at least one cop, while the aim for the robber is to avoid capture indefinitely. If a cop player has a winning strategy on a graph $G$ with $k$ cops but not with $k-1$ cops, we say that the graph $G$ has cop number $k$, denoted $\mathrm{c}(G)=k$, and that $G$ is $k$-copwin. Given a multi-layer graph $\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$, we will say the cop number of layer $E_{i}$ to mean the cop number of the graph $\left(V, E_{i}\right)$.

As this paper deals with both simple and multi-layer graphs, as well as cops and robbers variants played on these graphs, we will use single-layer as an adjective to denote when we are referring to either specifically a simple graph, or to cops and robbers played on a single-layer (i.e., simple) graph. This extends to parameters such as the cop number as well.

Cops and Robbers on Graphs on Multi-Layer Graphs. In this paper we consider the cops and robbers game on multi-layer graphs and so it will be convenient to define multi-layer graphs with a distinguished layer for the robber. More formally, for an integer $\tau \geqslant 1$, we use the notation $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$ to denote a multi-layer graph with vertex set $V$ and collection $\left\{C_{1}, \ldots, C_{\tau}, R\right\}$ of layers, where $\left\{C_{1}, \ldots, C_{\tau}\right\}$ are the cop layers and $R$ is the robber layer. In the cops and robber game on $\mathcal{G}$ each cop is allocated to a single-layer from $\left\{C_{1}, \ldots, C_{\tau}\right\}$, and the robber to $R$, and each cop (and the robber) will then only move along edges in their respective layer. We do not allow any cop or the robber to move between layers. This is a slight abuse of notation, and that both $\left(V,\left\{C_{1}, \ldots, C_{\tau}, R\right\}\right)$ and $\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$ both denote a multi-layer graphs with the same collection $\left\{C_{1}, \ldots, C_{\tau}\right\} \cup\{R\}$ of edge sets, the latter has designated layers
for the robber/cops whereas the former does not. We will use $E_{i}$ to denote edge sets in multi-layer graphs that do not have a cop or robber labels.

A setting that appears frequently is $R=C_{1} \cup \cdots \cup C_{\tau}$, where the robber can use any edge that exists in a cop layer. This setting is given by the multi-layer graph $\mathcal{G}:=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, C_{1} \cup \cdots \cup C_{\tau}\right)$, but for readability we will instead use $\mathcal{G}:=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, *\right)$ to denote this.

We define several variants of cops and robbers on multi-layer graphs, however in each of them we have an allocation $\mathbf{k}:=\left(k_{1}, \ldots, k_{\tau}\right)$ of cops to layers, such that there are $k_{i}$ cops on layer $C_{i}$. We will often use $k:=\sum_{i} k_{i}$ to refer to the total number of cops in a game.

We now define multi-layer cops and robbers: a two player game played with an allocation $\mathbf{k}$ on a multilayer graph $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$. The two players are the cop player and the robber player. Each cop is assigned a layer such that there are exactly $k_{i}$ cops in layer $C_{i}$. The game begins with the cop player assigning each cop to some vertex, and then the robber player assigns the robber to some vertex. The game then continues with each player taking turns in sequence, beginning with the cop player. On the cop player's turn, the cop player may move each cop along one edge in that cop's layer. The cop player is allowed to move none, some, or all of the cops. The robber player then takes their turn, either moving the robber along one edge in the robber layer or letting the robber stay on its current vertex. This game ends as a victory for the cop player if, at any point during the game, the robber is on a vertex that is also occupied by one or more cops. The robber wins if they can evade capture indefinitely.

Formal Problem Statements. We can now begin defining our problems, starting with Allocated MULTI-LAYER COPS AND ROBBER.

```
Allocated multi-LAYER cops and RobBER
Input: A tuple (\mathcal{G},\mathbf{k})\mathrm{ where }\mathcal{G}=(V,{\mp@subsup{C}{1}{},\ldots,\mp@subsup{C}{\tau}{}},R) is a multi-layer graph and \mathbf{k}}\mathrm{ is an allocation of
cops to layers.
Question: Does the cop player have a winning strategy when playing multi-layer cops and robbers on }\mathcal{G
with allocation k}\mathbf{k}\mathrm{ ?
```

We also consider a variant in which the cop player has a given number $k$ of cops, but gets to choose the layers to which the cops are allocated.

## MULTI-LAYER COPS AND ROBBER

Input: A tuple $(\mathcal{G}, k)$ where $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$ is a multi-layer graph and $k \geqslant 1$ is an integer. Question: Is there an allocation $\mathbf{k}$ with $\sum_{i} k_{i}=k$ such that $(\mathcal{G}, \mathbf{k})$ is yes-instance for Allocated MULTI-LAYER COPS AND ROBBER?

We say that the multi-layer cop number of a multi-layer graph $\mathcal{G}$ is $k$ if $(\mathcal{G}, k)$ is a yes-instance for MultiLAYER COPS AND ROBBER but $(\mathcal{G}, k-1)$ is a no-instance for Multi-LAYER COPS and robber. We will denote this with $\mathrm{mc}(\mathcal{G})$.

Lastly we consider Multi-Layer cops and robber with free layer choice, a variant of MultiLAYER COPS AND ROBBER in which, before the game is played, the layers in the multi-layer graph are not assigned to being either cop layers or robber layers. Instead, the layers are simply labelled $E_{1}$ through $E_{\tau}$, and in this variant the cop player first allocates each cop to one layer, and then the robber player is free to allocate the robber to any layer.

[^1]Basic Relations. We round out this section with a number of basic observations.
Proposition 2.1. Let $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$ and $\mathcal{G}^{\prime}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R^{\prime}\right)$ be any two multi-layer graphs where $R \subseteq R^{\prime} \subseteq\binom{V}{2}$. If $(\mathcal{G}, k)$ is a no-instance to MULTi-LAYER COPS AND ROBBER, then $\left(\mathcal{G}^{\prime}, k\right)$ is a noinstance to Multi-Layer cops and robber. Consequently, $\mathrm{mc}(\mathcal{G}) \leqslant \mathrm{mc}\left(\mathcal{G}^{\prime}\right)$.

Proof. To win, the robber on $\mathcal{G}^{\prime}$ uses the strategy from $\mathcal{G}$. The robber can execute this strategy as any edge in $R^{\prime}$ is in $R$. Since the cop layers have no added edges, the strategy must be robber-win as else the cops would win on $\mathcal{G}$.

Proposition 2.2. Let $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$ and $\mathcal{G}^{\prime}=\left(V,\left\{C_{1}^{\prime}, \ldots, C_{\tau}^{\prime}\right\}, R\right)$ be any two multi-layer graphs that satisfy $C_{i} \subseteq C_{i}^{\prime}$ for every $i \in[\tau]$. If $(\mathcal{G}, k)$ is a yes-instance to Multi-LaYER COPS and Robber, then $\left(\mathcal{G}^{\prime}, k\right)$ is also a yes-instance to Multi-Layer cops and robber.

Proof. To win, the cops on $\mathcal{G}^{\prime}$ use the strategy from $\mathcal{G}$. As no edge has been removed from $\mathcal{G}$ to create $\mathcal{G}^{\prime}$, this must still result in the cops winning.

Proposition 2.3. Let $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, *\right)$ be a multi-layer graph. If $(\mathcal{G}, k)$ is a yes-instance for MultiLAYER COPS AND ROBBER, then, letting $E_{i}=C_{i}$ for each $i \in[\tau],\left(\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right), k\right)$ is a yes-instance for Multi-layer cops and robber with free layer choice.

Proof. This immediately follows from the problem definitions and Proposition 2.1.

## 3 Counter Examples \& Anti-Monotonicity Results

In this section we provide some concrete examples of cops and robbers on multi-layer graphs illustrating some peculiarities of the game that may seem counter-intuitive. In particular, we show that it is sometimes beneficial to put multiple cops on the same layer, and leave other layers empty. We then show that there is no lower bound on the cop number of a multi-layer graph that is a function only of the cop numbers of the individual cop layers. In the other direction, we also show that there is no upper bound on the cop number of a multi-layer graph that is a function of only the cop numbers of the layers.

### 3.1 Two-Layer Grid

In this section we give a multi-layer graph with two connected cop layers and one robber layer, where there is an automorphism of the graph that swaps the two cop layers. With such symmetric cop layers, an intuitive approach may be to assign one cop to each of the two cop layers. However, the follow theorem shows that two cops allocated in such a manner cannot catch the robber, while if both cops are assigned to the same layer, they can catch the robber.

Theorem 3.1. For any $n \geqslant 4$ there exists a multi-layer graph $\left(V,\left\{C_{H}, C_{V}\right\}, *\right)$ on $n$ vertices such that $a$ cop player can win with two cops if both cops are on $C_{H}$, or if both cops are on $C_{V}$, but the robber player can win if one cop is on $C_{V}$ and the other is on $C_{H}$.

This theorem follows directly from Lemmas 3.2 and 3.3, however first we must give our construction.
Let $n$ be a positive integer, and let $\mathcal{G}_{n}^{2}:=\left(V,\left\{C_{H}, C_{V}\right\}, R\right)$ be a multi-layer graph on vertices $V:=$ $\{(i, j) \mid i, j \in\{1, \ldots, n\}\}$ where $C_{H}$ contains edges

$$
\begin{aligned}
&\{(i, j)(i, j+1) \mid i \in\{1, \ldots, n\}, j \in\{1, \ldots, n-1\}\} \\
& \cup\{(i, 1)(i+1,1) \mid i \in\{1, \ldots, n-1\} \wedge i \equiv 0 \quad \bmod 2\} \\
& \cup\{(i, n)(i+1, n) \mid i \in\{1, \ldots, n-1\} \wedge i \equiv 1 \quad \bmod 2\},
\end{aligned}
$$



Figure 1: An example of $\mathcal{G}_{6}^{2}$ with the edges of $C_{V}$ and $C_{H}$ shown in red and blue respectively. The edges dashed in both colours belong to both $C_{V}$ and $C_{H}$.
$C_{V}$ contains edges

$$
\begin{gathered}
\{(i, j)(i+1, j) \mid j \in\{1, \ldots, n\}, i \in\{1, \ldots, n-1\}\} \\
\cup\{(1, j)(1, j+1) \mid j \in\{1, \ldots, n-1\} \wedge j \equiv 0 \quad \bmod 2\} \\
\cup\{(n, j)(n, j+1) \mid j \in\{1, \ldots, n-1\} \wedge j \equiv 1 \quad \bmod 2\}
\end{gathered}
$$

and $R$ contains all edges in either $C_{V}$ or $C_{H}$. The $H$ in $C_{H}$ (respectively $V$ in $C_{V}$ ) refers to the layer containing all horizontal (respectively vertical) edges, where vertex $(i, j)$ is interpreted as the $i$ th row and $j$ th column. Some edges around the sides of the grid are contained in both $C_{H}$ and $C_{V}$ to allow transitions between rows (or columns), hence $C_{H}$ contains all horizontal edges and also some vertical edges (and viceversa for $C_{V}$ ). See Figure 1 for a diagram.

We now consider the game of Allocated multi-layer cops and robber with two cops where both of the cops are on the same layer. As each individual row or column forms a geodesic path, the cop player can win using a path-guarding strategy on these geodesics: we now give a complete proof of this.

Lemma 3.2. On $\mathcal{G}_{n}^{2}$, a cop player can win with two cops if both cops are on $C_{H}$ or both cops are on $C_{V}$.
Proof. Without loss of generality, we can use the symmetry of $\mathcal{G}_{n}^{2}$ to assume that both cops are on $C_{V}$. Additionally, if $n \leqslant 2$ then the result holds trivially so assume $n \geqslant 3$. We now proceed by giving the strategy for the cops. The two cops start on vertices $(1,1)$ and $(1,2)$, and let $(i, j)$ be the vertex the robber starts on. The strategy for the cops have two phases. In the first phase both cops move to be in the same row as the robber. In the second phase, the cop that is initially closer to the robber always moves to stay in the same row as the robber, but otherwise stays in their column (say column $i$ ), while the second cop advances until this second cop is in the same row as the robber and is in column $i+1$. The cops then repeat this second phase to catch the robber.

Phase 1 In the first phase, assume that the robber ends their turn on row $j$, and that the cops start on $(i, 1)$ and $(i, 2)$ respectively where $i \leqslant j$. This trivially holds at the start of the game. If $i=j$, both cops stay on $(i, 1)$ and $(i, 2)$ respectively. Otherwise, the cops move from $(i, 1)$ and $(i, 2)$ to $(i+1,1)$ and $(i+1,2)$ respectively until they are in the same row as the robber after their turn (i.e., before the robber moves). The cop player transitions to the second phase of their strategy if, just before the robber moves, the robber is at some position $(i, j)$, the cops are in positions $(i, 1)$ and $(i, 2)$, and the robber is not yet caught. Otherwise, this first phase repeats. Note that if the robber is in either of the first two columns at the end of this phase, they are caught and the game ends as a win for the cops.

Phase 2 This phase may be repeated; each iteration starts with the robber taking their move. Let the robber be at position $(i, j)$ before their move, let the cops be called $c_{m}$ (moving cop) and $c_{b}$ (blocking cop) such that $c_{m}$ is at position $(i, k)$ and $c_{b}$ is at $(i,(k+1))$ where $k+1<j$, and let it be the robber's turn to move. Note that Phase 1 guarantees that the game is in such a state when Phase 2 starts. If the robber moves to a different row, then $c_{b}$ moves so that $c_{b}$ is also in the same row as the robber. As a result, the robber can never enter the same column as $c_{b}$, that is, the robber can never enter column $k+1$, and thus can also not enter any columns to the left of $k+1$. While $c_{b}$ does this, $c_{m}$ moves along the path in $C_{V}$ towards the robber until $c_{m}$ is in column $k+2$ and is in the same row as the robber. Cop $c_{m}$ can reach such a position in at most $3 n$ turns; it suffices for our proof that this can be done in a finite amount of time. If the robber is now caught, the game is over. If the robber is not caught, it must be in some column $j^{\prime} \geqslant k+3$, while the cops are in columns $k+1$ and $k+2$, and Phase 2 repeats with a reversal of the roles $c_{b}$ and $c_{m}$.

In each iteration of Phase 2, the cops move one column further to the right, and block the robber from moving to the columns to the left of the cops, so eventually there will be no $j^{\prime}$ that satisfies $j^{\prime} \geqslant k+3$ and $j^{\prime} \leqslant n$, at which point the robber must be caught.

While we have just shown that two cops on the same layer can catch the robber, the following result shows that two cops on different layers cannot catch the robber if $n \geqslant 4$, highlighting that "spreading out" the cops is not necessarily a good strategy for the cop player. For $n \in\{1,2\}$, two cops can win trivially, regardless of the layer they are on. For $n=3$, two cops on different layers can always catch a robber; this can be proven by a case analysis.

Lemma 3.3. On $G_{n}^{2}$ a robber player can win against two cops if $n \geqslant 4$ and the cops are on different layers.
Proof. Denote the two cops by $c_{H}$ and $c_{V}$ such that $c_{H}$ is on the layer defined by $C_{H}$ and $c_{V}$ is on the layer defined by $C_{V}$. The robber will win by staying within the vertex set $\{(1,1),(1,2),(2,1),(2,2)\}$, and choosing a safe path based on whether $c_{H}$ is in the first row and whether $c_{V}$ is in the first column.

Each time the robber is to move, and when the robber is to be placed on the graph at the start of the game, the robber player calculates a vertex $(a, b)$ as follows. Let $a=2$ if $c_{H}$ is in the first row, and let $a=1$ otherwise. Similarly, let $b=2$ if $c_{V}$ is in the first column, and let $b=1$ otherwise. The robber starts the game on $(a, b)$. In particular, note that $c_{V}$ does not start in the same column as the robber, and that $c_{H}$ does not start in the same row as the robber. Thus, after the first cop move, if $c_{V}$ is on the same column as the robber then $c_{V}$ is on row $n$, and if $c_{H}$ is on the same row as the robber than $c_{H}$ is in column $n$.

We now explain the robber strategy for either choosing an edge to move along or choosing to stay still. For this, we say that the cop location restrictions hold (after the cops have moved) if $c_{H}$ is on the same row as the robber then $c_{H}$ is either on column $n$ or column $n-1$, if $c_{V}$ is on the same column as the robber then $c_{V}$ is either on row $n$ or row $n-1$, and if $c_{H}$ is on the same row as the robber and $c_{V}$ is on the same column as the robber then either $c_{H}$ is on column $n$ or $c_{V}$ is on row $n$. These hold before the first robber move by the previous paragraph, and the robber strategy will assume that before the robber moves these cop restrictions hold, and then show that after the robber's turn, and any possible subsequent move by the cop player, these cop location restrictions will hold.

To do this, denote the robber location as $\left(a^{\prime}, b^{\prime}\right)$, and recall that $(a, b)$ is calculated as described earlier before every robber move. If $a=a^{\prime}$ and $b=b^{\prime}$, the robber does not move. If $a=a^{\prime}$ and $b \neq b^{\prime}$, the robber can move along the one edge from $\left(a^{\prime}, b^{\prime}\right)$ to $(a, b)$. Similarly, if $a \neq a^{\prime}$ and $b=b^{\prime}$, the robber can move along the one edge from $\left(a^{\prime}, b^{\prime}\right)$ to $(a, b)$. In all of these, we see that for any cop movement, the cop location restrictions still hold, so the robber can repeat these moves indefinitely.

It remains to consider the case where $a \neq a^{\prime}$ and $b \neq b^{\prime}$. It must be that $c_{H}$ is on the same row as the robber, and $c_{V}$ is on the same column as the robber. If $c_{H}$ is on column $n$, the robber moves to $\left(a^{\prime}, b\right)$. As the robber changed columns, for $c_{V}$ to be on the same row as the robber after the cop move, they must end in row $n$, and $c_{H}$ can be in either column $n$ or column $n-1$, so the cop location restrictions hold. If $c_{H}$ is on column $n-1, c_{V}$ must be on row $n$, and the robber moves to ( $a, b^{\prime}$ ). As the robber changed rows, for $c_{H}$ to be on the same row as the robber after the cop move, they must end in row $n$, and $c_{V}$ can be in either column $n$ or column $n-1$, so the cop location restrictions hold.

Thus, the robber can repeat this strategy indefinitely to win.


Figure 2: Illustration of the construction in the proof of Proposition 3.4. Note that the two layers are drawn separated; the dotted edges signify that the two end points of that edge are actually the same vertex.

### 3.2 No Lower Bound by the Cop-Numbers of Individual Layers

It is natural to ask if, for any $n$-vertex multi-layer graph $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$, the multi-cop number of $\mathcal{G}$ is bounded from below by the minimum cop-number of a single cop layer; namely, does $\mathrm{mc}(\mathcal{G}) \geqslant$ $\min _{i} \mathrm{c}\left(\left(V, C_{i}\right)\right)$ hold? Observe that, if we let $S_{n}$ denote the star graph on $n$ vertices, any multi-layer graph $\mathcal{G}=\left(V,\left\{E\left(S_{n}\right), C_{2}, \ldots, C_{\tau}\right\}, R\right)$ has cop number 1 , as the cop can start on the centre of the star and reach any other vertex in one move. This does not resolve the question directly; however, in the next result we build on this idea to show a general bound of the form $\mathrm{mc}(\mathcal{G})=\Omega\left(\min _{i} \mathrm{c}\left(\left(V, C_{i}\right)\right)\right)$ does not hold.

Proposition 3.4. For any $c \geqslant 2$ there exist graphs $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right)$ such that $\mathrm{c}\left(G_{1}\right), \mathrm{c}\left(G_{2}\right) \geqslant$ $c$ and $\mathrm{mc}\left(\left(V,\left\{E_{1}, E_{2}\right\}, *\right)\right)=2$.

To prove this we shall need the following two lemmas.
Lemma 3.5 ([1, Lemma 3]). Let $G$ be any connected graph that contains no 3 or 4 cycles. Then $\mathrm{c}(G) \geqslant \delta(G)$.
We define a homomorphism $\varphi: G \rightarrow H$ as a map $\varphi: V(G) \rightarrow V(H)$ such that for all $x, y \in V(G)$, $x y \in E(G)$ implies that $\varphi(x) \varphi(y) \in E(H)$. In particular, homomorphisms do not increase distances. If there is a homomorphism from $G$ to $H$ that is the identity on $H$, then $H$ is a retract of $G$.

Lemma 3.6 ([6, Theorem 3.1]). If $G$ is connected and $\varphi: G \rightarrow H$ is a retract, then $\mathrm{c}(H) \leqslant \mathrm{c}(G)$.
We can now prove Proposition 3.4, see Figure 2 for an illustration of the construction.
Proof of Proposition 3.4. To begin, for any $c \geqslant 2$, there exists an $n$ and an $n$-vertex graph $H$ of minimum degree at least $c$ and girth at least five ${ }^{1}$. Let $H$ be one such graph on vertices $u_{1}, \ldots, u_{n}$. It follows by Lemma 3.5 that $\mathrm{c}(H) \geqslant c$. We will now construct a multi-layer graph on a vertex set $V$ of size $2 n-1$ vertices labelled $v_{1}, \ldots, v_{2 n-1}$. With two layers given by

$$
\begin{aligned}
& E_{1}=\left\{v_{i} v_{j} \mid u_{i} u_{j} \in E(H)\right\} \cup\left\{v_{n} v_{i} \mid i \in\{n+1, \ldots, 2 n-1\}\right\} \\
& E_{2}=\left\{v_{2 n-i} v_{2 n-j} \mid u_{i} u_{j} \in E(H)\right\} \cup\left\{v_{n} v_{i} \mid i \in[n-1]\right\}
\end{aligned}
$$

Thus, $E_{1}$ contains a copy of the edges of $H$ transposed to the vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ plus $n-1$ pendant edges all incident to $v_{n}$, and similarly $E_{2}$ contains the edges of $H$ on $\left\{v_{n}, \ldots, v_{2 n-1}\right\}$ plus $n-1$ pendant edges all incident to $v_{n}$. We then define the multi-layer graph $\mathcal{G}=\left(V,\left\{E_{1}, E_{2}\right\}, *\right)$; see Figure 2 for an illustration of this construction. Observe that removing the $n-1$ pendent edges from ( $V, E_{1}$ ) (or ( $V, E_{2}$ ) acts as a sequence of retracts from $G_{1}$ to $G$, thus $\mathrm{c}(H) \leqslant \mathrm{c}\left(\left(V, E_{1}\right)\right)$ by Lemma 3.6, and so $\mathrm{c}\left(\left(V, E_{1}\right)\right), \mathrm{c}\left(\left(V, E_{2}\right)\right) \geqslant c$.

To see that $\mathcal{G}$ has cop number at most 2 , we place one cop in each layer on vertex $v_{n}$. Clearly the robber cannot reside at vertex $v_{n}$. If the robber is at any vertex $v_{1}, \ldots, v_{n-1}$ then the cop on $E_{1}$ is one step away

[^2]from the robber, and if the robber is on any of the vertices $v_{n+1}, \ldots, v_{2 n-1}$ then the cop on $E_{2}$ is one step away. So regardless of where the robber starts, two cops can catch the robber after at most one move.

If there is only one cop, without loss of generality we can assume the cop is on layer $E_{1}$. This then reduces to playing cops and robbers on $\left(V, E_{1}\right)$ and as $c\left(V, E_{1}\right) \geqslant c \geqslant 2$, the robber can use their strategy on $\left(V, E_{1}\right)$ to also win on $\mathcal{G}$, and so $\operatorname{mc}(\mathcal{G})=2$.

Note that as the above proof shows that two cops will catch the robber after at most one cop move, we have the following corollary.

Corollary 3.7. For any $c \geqslant 2$ there exist graphs $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right)$ such that $\mathrm{c}\left(G_{1}\right), \mathrm{c}\left(G_{2}\right) \geqslant c$, and for any set of edges $R \subseteq\binom{V}{2}, \operatorname{mc}\left(\left(V,\left\{E_{1}, E_{2}\right\}, R\right)\right) \leqslant 2$.

### 3.3 No Upper Bound by Cop Numbers of Individual Layers

The previous section showed that there is no lower bound on the cop number of a multi-layer graph that depends only on the cop numbers of individual layers. We now consider the reverse inequality: is the multi-layer cop number bounded from above by a function of the cop numbers of the individual layers?

If, in a multi-layer graph $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$, the robber layer is a subset of one of the cop layers, i.e. $R \subset C_{i}$ for some $i \in[\tau]$, then $\mathrm{mc}(\mathcal{G}) \leqslant \mathrm{c}\left(\left(V, C_{i}\right)\right)$ as the cop player can allocate $\mathrm{c}\left(\left(V, C_{i}\right)\right)$ cops to layer $i$, ignoring all other cop layers. The same reasoning gives an upper bound of $\sum_{i \in[\tau]} \mathrm{c}\left(\left(V, C_{i}\right)\right)$ on the cop number in the "free choice layer" variant of the game. Thus, in this special case an upper bound that depends only on the cop numbers of individual layers does exist. However, the next result shows that this is not the case in general.

Theorem 3.8. For any positive integer $k$, there exists a multi-layer graph $\mathcal{G}=\left(V,\left\{C_{1}, C_{2}\right\}, R\right)$ on $\mathcal{O}\left(k^{3}\right)$ vertices such that:

- each of $(V, R),\left(V, C_{1}\right)$, and $\left(V, C_{2}\right)$ are connected,
- $\mathrm{c}((V, R)) \leqslant 3$,
- $\mathrm{c}\left(\left(V, C_{i}\right)\right) \leqslant 2$ for $i \in\{1,2\}$, and
- $\operatorname{mc}(\mathcal{G}) \geqslant k$.

This result is proved by giving the construction of such a graph where, for ease of reading, we have not tried to optimise the number of vertices used. The proof is then split over Claims 3.9, 3.12, and 3.13.

We begin by defining the vertex set $V:=\{(x, y, z) \mid x \in[3 k],(y, z) \in\{(\infty, \infty)\} \cup[k] \times[5 k+2]\}$. For a given $x$, we will refer to the induced subgraph on vertices of the form $(x, y, z)$ (i.e., the induced subgraph on all vertices with a common value for $x$ ) as the $x$-th slice. We will use ( $V, E)_{x}$ to denote the $x$-th slice of $(V, E)$ for some edge set (or layer) $E$.

We now define the edge sets $C_{1}$ and $C_{2}$, noting that we will let $R:=C_{1} \cup C_{2}$. First, for each $y \in[k]$ and each $z \in[5 k-1]$ add the edge $(x, y, z)(x, y, z+1)$ to both $C_{1}$ and $C_{2}$. Then, for each $y \in[k]$ add the edge $(x, y, 5 k+1)(x, y, 5 k+2)$ to $C_{1}$, and add the edge $(x, y, 5 k+1)(x, y+1 \bmod k, 5 k+2)$ to $C_{2}$. Now, for each $x \equiv 1 \bmod 2$, and for each $y \in[k]$, add edges of the form $(x, y, 5 k)(x, y, 5 k+1)$ to $C_{1}$, and for each $x \equiv 0$ $\bmod 2$, and for each $y \in[k]$, add edges of the form $(x, y, 5 k)(x, y, 5 k+1)$ to $C_{2}$.

We now add edges between different slices. For each $x \in[3 k-1]$, add the edge $(x, \infty, \infty),(x+1, \infty, \infty)$ to both $C_{1}$ and $C_{2}$. Then for each $x \equiv 1 \bmod 2$ and for each $y \in[k]$ and $z \in[2]$ add the edge $(x, y, 5 k+$ $z)(x+1, y, 5 k+z)$ to $C_{1}$, and for each $x \equiv 0 \bmod 2$ and for each $y \in[k]$ and $z \in[2]$ add the edge $(x, y, 5 k+z)(x+1, y, 5 k+z)$ to $C_{2}$.

Finally, as $\left(V, C_{2}\right)$ is not currently connected, add edges $(1, \infty, \infty),(1, y, 5 k+z)$ for each $y \in[k]$ and $z \in[2]$ to $C_{2}$.

A diagram of this whole construction can be seen in Figure 3, and a diagram of the induced subgraph on one slice can be seen in Figure 4.


Figure 3: A diagram of the construction of $\mathcal{G}$ for Theorem 3.8. Edges in green are in both $C_{1}$ and $C_{2}$, while blue edges are only in $C_{1}$ and pink edges are only in $C_{2}$. The vertices along the zig-zag green lines are of the form $(x, y, z)$ where $y \in[k]$ and $z \in[5 k]$. The black zig-zag lines near the bottom of the diagram represent some number of edges alternating in pink and blue, with further pink and blue edges to the next and previous slice. The vertices around the cycle formed by the pink and blue edges (including the ones represented by the black zig-zag lines) are of the form $(x, y, z)$ where $y \in[k]$ and $z \in\{5 k+1,5 k+2\}$.


Figure 4: A diagram of slice 3 of the construction (i.e., the induced subgraph on vertices of the form $(3, y, z)$ ), with vertices labelled. Edges coloured green are in both $C_{1}$ and $C_{2}$, while blue edges are only in $C_{1}$ and pink edges are only in $C_{2}$. Each green zig-zag line represents a path of $5 k-1$ green edges. The black zig-zag line represents a path of $2(k-4)+1$ alternating pink and blue edges, continuing the shown pattern. Every second vertex along this path has a corresponding blue edge to a green path, continuing the pattern of green paths. Note that this diagram does not indicate where edges between slices would be present.

We now show that when each layer is considered in conjunction with $V$ as a simple graph, said simple graph has a constant cop number.

Claim 3.9. For $i \in\{1,2\}, \mathrm{c}\left(\left(V, C_{i}\right)\right) \leqslant 2$.
Proof. We prove this claim by giving the cop strategy for two cops. The cops both start on $(1, \infty, \infty)$.
First, some extra details if we are considering the graph $\left(V, C_{2}\right)$. If the robber starts in the first slice, one cop can stay on $(1, \infty, \infty)$, and be adjacent to any vertex of the form $(1, y, 5 k+z)$ for $j \in[k]$ and $z \in[2]$. The remaining safe vertices reachable by the robber without going through $(1, \infty, \infty)$ form a collection of vertex-disjoint paths in the first slice, and there is no way for the robber to leave the first slice without traversing $(1, \infty, \infty)$. So while one cop stays on $(1, \infty, \infty)$ the other cop traverses the path containing the robber to catch the robber, and thus the cops will win. We can therefore assume that the robber does not start in the first slice, which means we can proceed by giving the strategy for two cops on $\left(V, C_{1}\right)$. By symmetry, the same strategy will work for two cops on $\left(V, C_{2}\right)$, giving the result.

During the course of this game, let $\left(x^{R}, \infty, \infty\right)$ be the vertex of the form $(x, \infty, \infty)$ that is closest to the robber. By construction, there is always a unique such vertex.

The cops move along vertices of the form $(x, \infty, \infty)$ towards $\left(x^{R}, \infty, \infty\right)$ on each of their moves, noting that the value of $x^{R}$ may change during these moves. Note that if the cops are on $(x, \infty, \infty)$ and the robber is not yet caught, we must have $x^{R} \geqslant x$, so the cops must eventually reach $\left(x^{R}, \infty, \infty\right)$. Once the cops reach $\left(x^{R}, \infty, \infty\right)$, as it is a cut vertex, the robber is constrained to a subgraph of $\left(V, C_{1}\right)$. This subgraph is either a path on $5 k$ vertices, or is isomorphic to a path on the vertices $(1, \ldots, 5 k+4)$ along with the extra edge $(5 k+1,5 k+4)$. In either case, it is straight-forward to see that the two cops will catch the robber on this subgraph, hence two cops can win.

We now find an upper bound for the cop number of one slice in $(V, R)$. We use this result later to upper bound the cop number of $(V, R)$.

Claim 3.10. For any $i \in[3 k]$, the cop number of slice $i$ in $(V, R)$ is at most 2.
Proof. First, some extra details if we are playing on the first slice. One cop can start on, and stay on, $(1, \infty, \infty)$, and be adjacent to any vertex of the form $(1, y, 5 k+z)$ for $j \in[k]$ and $z \in[2]$. The other cop starts on $(1,1,5 k+1)$. The safe vertices for the robber form a collection of vertex-disjoint paths in this slice, so while the one cop stays on $(1, \infty, \infty)$ the other cop traverses the path containing the robber to catch the robber, and thus the cops will win.

We now consider any other slice. These are all isomorphic, so without loss of generality, we can assume we are playing on the second slice. The two cops start on $(2,1,5 k+1)$ and $(2,1,5 k+2)$, and assume the robber starts on $\left(2, y^{R}, z^{R}\right)$. Let $\left(y^{\prime}, z^{\prime}\right)=(1,5 k+2)$ if $y^{R}=z^{R}=\infty$, otherwise let $y^{\prime}=y^{R}$ and let $z^{\prime}=5 k+1$ if $z^{R}<5 k+1$ and let $z^{\prime}=z^{R}$ otherwise. The cop on $(2,1,5 k+2)$ starts moving towards $\left(2, y^{\prime}, z^{\prime}\right)$. As this may take multiple turns, the robber may move during this, meaning that the values of $y^{\prime}$ and $z^{\prime}$ need to be recalculated. However, if the robber moves to a vertex $\left(2, y^{R}, z^{R}\right)$ where $z^{R} \notin\{5 k+1,5 k+2\}$, the values of $y^{\prime}$ and $z^{\prime}$ do not change and so the chasing cop gets closer to $\left(2, y^{\prime}, z^{\prime}\right)$ in such a turn. Additionally, vertices of the form $(2, y, z)$ where $y \in[k]$ and $z \in\{5 k+1,5 k+2\}$ induce a cycle in the slice, and the second cop waiting on $(2,1,5 k+2)$ means that the robber cannot indefinitely move along this cycle without getting caught by one of the two cops. Therefore, the robber must eventually start moving up a path towards $(2, \infty, \infty)$, meaning the chasing cop must eventually reach $\left(2, y^{\prime}, z^{\prime}\right)$.

Once the chasing cop can start their turn on $\left(2, y^{\prime}, z^{\prime}\right)$, the next phase starts. At this point, by the definition of $y^{\prime}$ and $z^{\prime}$ the robber is either on $(2, \infty, \infty)$, or on $\left(2, y^{\prime}, z^{R}\right)$ where $z^{R} \in[5 k]$. The chasing cop then continues along the path induced by vertices of the form $\left(2, y^{\prime}, z\right)$ for $z \in[5 k]$, and then to $(2, \infty, \infty)$. This takes at most $5 k$ turns. As these turns pass, if the robber ever moves to $\left(2, y^{\prime},\lfloor 5 k / 2\rfloor\right)$ for some $y^{\prime}$, the second cop (that was still on $(2,1,5 k+1)$ ) starts moving towards $\left(2, y^{\prime}, 5 k+1\right)$. This second cop will be able to reach $\left(2, y^{R}, 5 k+1\right)$ before the robber, meaning the robber is stuck on the induced subgraph formed by vertices in $\{(2, \infty, \infty)\} \cup 2 \times[k] \times[5 k]$. However, this subgraph is a tree, so the first cop can catch the robber on this subgraph, so the cop number of any given slice is at most 2 .

Next, we show that the robber layer in this construction, when treated as a simple graph, has a cop number of at most three. We show this using the following result, where for two graphs $G_{1}:=\left(V, E_{1}\right)$ and $G_{2}:=\left(V, E_{2}\right)$ on the same vertex set, $G_{1}-G_{2}:=\left(V, E_{1} \backslash E_{2}\right)$.

Lemma 3.11 ([6, Theorem 3.2]). If $G_{1}$ is connected and $\varphi: G_{1} \rightarrow G_{2}$ is a retract, then $\mathrm{c}\left(G_{1}\right) \leqslant$ $\max \left\{\mathrm{c}\left(G_{2}\right), \mathrm{c}\left(G_{1}-G_{2}\right)+1\right\}$.

We can then apply this inductively to prove the following claim.
Claim 3.12. $\mathrm{c}((V, R)) \leqslant 3$.
Proof. To begin, for any $x^{\prime} \in[3 k]$ let $(V, R)_{x^{\prime}}^{\leqslant}$be the induced subgraph of $(V, R)$ on vertices $(x, y, z)$ where $i \leqslant x^{\prime}$ (i.e., the induced subgraph on the first $x^{\prime}$ slices). Then noting that $(V, R)_{x^{\prime}}^{\leqslant}$is a retract of $(V, R)_{x^{\prime}+1}^{\leqslant}$ for $x^{\prime} \in[3 k-1]$, a first application of Lemma 3.11 on $(V, R)_{2}$ gives

$$
\mathrm{c}((V, R)) \leqslant \max \left\{\mathrm{c}\left((V, R)_{3 k-1}^{\leqslant}\right), \mathrm{c}\left((V, R)_{3 k}\right)+1\right\}
$$

Further inductive applications of Lemma 3.11, with $G_{1}=(V, R)_{i}^{\leqslant}$and $G_{2}=(V, R)_{i}$ for $i \in[3 k-1]$ descending, leads to $\mathrm{c}((V, R)) \leqslant \max \left\{\mathrm{c}\left((V, R)_{2}\right), \mathrm{c}\left((V, R)_{1}\right)+1\right\}=3$.

We now show that if there are less than $k$ cops on $\mathcal{G}$, then the robber has a winning strategy, and thus the multi-layer cop number of $\mathcal{G}$ is at least $k$.

Claim 3.13. $\mathrm{mc}(\mathcal{G}) \geqslant k$.
Proof. We will show that the robber can always avoid capture by $k-1$ cops, and will do so by only staying on vertices of the form $(x, y, z)$ where $z \in\{5 k+1,5 k+2\}$. We say that the cop location restrictions are satisfied if, when the robber is on vertex $\left(x^{R}, y^{R}, z^{R}\right)$ where $z^{R} \in\{5 k+1,5 k+2\}$, no cop is within $k$ moves of any vertex of the form $\left(x^{R}, y, z\right)$ where $y \in[k]$ and $z \in\{5 k+1,5 k+2\}$.

As there are $3 k$ slices, the robber can always find a slice $x^{R}$ such that there is no cop on any of slices $x^{R}-1, x^{R}$, or $x^{R}+1$. The robber then starts on $\left(x^{R}, 1,5 k+1\right)$, so that the cop location restrictions are satisfied.

Now, assuming that the cop location restrictions are satisfied, we show that there is some safe vertex $\left(x^{s}, y^{s}, z^{s}\right)$ such that the robber has a path to $\left(x^{s}, y^{s}, z^{s}\right)$, no cop can catch the robber while the robber moves to $\left(x^{s}, y^{s}, z^{s}\right)$, and regardless of where the cops move, the cop location restrictions will again be satisfied when the robber reaches $\left(x^{s}, y^{s}, z^{s}\right)$. The robber player, on their turn, chooses an $x^{s}$ such that there is no cop on any of slices $x^{s}-1, x^{s}$, or $x^{s}+1$ (noting that if $x^{s}-1=0$ or $x^{s}+1>3 k$ then vacuously no cop is on those slices). Next, note that for any cop on vertex $\left(x^{c}, y^{c}, z^{c}\right)$ on layer $i$, the set $\left\{y \mid \exists x \in[3 k], \exists z \in\{5 k+1,5 k+2\}\right.$ s.t. $\left.d_{i}\left(\left(x^{c}, y^{c}, z^{c}\right),(x, y, z)\right)<5 k\right\}$ has at most two elements (i.e., for any cop, there are at most two values of $y$ such that this cop can reach some vertex $(x, y, z)$ with $x \in[3 k]$ and $z \in\{5 k+1,5 k+2\}$ in less than $5 k$ turns). Thus, as we have $k-1$ cops, the robber can select $y^{s} \in[k]$ such that no cop can reach any vertex of the form $\left(x, y^{s}, z\right)$ where $x \in[3 k]$ and $z \in\{5 k+1,5 k+2\}$ in less than $5 k$ turns. The robber then chooses $z^{s}=5 k+1$, giving a target vertex $\left(x^{s}, y^{s}, z^{s}\right)$.

We now show that there is a path to $\left(x^{s}, y^{s}, z^{s}\right)$ that the robber can follow without being caught. Consider the subgraph induced on vertices of the form $\left(x^{r}, y, z\right)$ where $y \in[k]$ and $z \in\{5 k+1,5 k+2\}$ : this graph forms a cycle, and as the cop location restrictions are satisfied, no cop can reach any such vertex in $k$ or fewer turns. The robber moves along a shortest path around this cycle from $\left(x^{r}, y^{r}, z^{r}\right)$ to $\left(x^{r}, y^{s}, z^{s}\right)$. This takes at most $k$ turns, as the cycle has $2 k$ vertices and the robber can move in either direction, and so the robber cannot be caught whilst doing so. Next, we consider the subgraph induced on vertices of the form $\left(x, y^{s}, z^{s}\right)$ where $x \in[3 k]$; this subgraph forms a path the robber will follow. By the choice of $y^{s}$, no cop could reach any vertex of this path in less than $5 k$ turns before the robber started moving, and the robber has taken at most $k$ turns so far, so the robber can safely traverse this path to $\left(x^{s}, y^{s}, z^{s}\right)$, and this takes at most $3 k$ turns. Thus traversing this path takes the robber at most $4 k$ turns.

Lastly, by our choice of $x^{s}$, the fact that the cop location restrictions held before the robber started moving, and as the robber takes at most $4 k$ turns to move from $\left(x^{r}, y^{r}, z^{r}\right)$ to $\left(x^{s}, y^{s}, z^{s}\right)$, no cop can reach any vertex that would be within $k$ moves of any vertex of the form $\left(x^{s}, y, z\right)$ where $y \in[k]$ and $z \in\{5 k+1,5 k+2\}$ before the robber reaches $\left(x^{s}, y^{s}, z^{s}\right)$, so the cop location restrictions are again satisfied. The robber then repeats this process indefinitely to win the game.

We can now prove Theorem 3.8.
Proof of Theorem 3.8. By construction each layer is connected, and the rest of the theorem follows from Claims 3.9, 3.12, and 3.13.

## 4 Complexity Results

In this section we will examine multi-layer cops and robbers from a computational complexity viewpoint. For a background on computational complexity, we point the reader to [39]. First note that as determining the cop-number of a simple graph is EXPTIME-complete [27], MULTI-LAYER COPS AND ROBBER With free LAYER CHOICE is also EXPTIME-complete by the obvious reduction that creates a multi-layer graph with one layer from a simple graph. The same reduction, and the fact that, unless the strong exponential time hypothesis fails ${ }^{2}$, determining if a graph is $k$-copwin requires $\Omega\left(n^{k-o(1)}\right)$ time [12], we also get that MultiLAYER COPS AND ROBBER WITH FREE LAYER CHOICE requires $\Omega\left(n^{k-o(1)}\right)$ time.

This section begins with an $\mathcal{O}\left(k^{2} n^{2 k+2}\right)$ algorithm for solving Allocated multi-layer cops and robber, adapted from the work of Petr, Portier, and Versteegen [33]. We then show that Multi-layer cops and robber with free layer choice is NP-hard if each layer is a tree, and that Multi-layer COPS AND ROBBER is solvable in time $\mathcal{O}(f(k, \tau) \cdot \operatorname{poly}(n))$ for a computable function $f$ if the robber layer is a tree.

### 4.1 A "Fast" Algorithm for Multi-Layer Cops and Robbers

An algorithm that determines whether a simple graph $G$ is $k$-copwin in $\mathcal{O}\left(k n^{k+2}\right)$ time is given in [33]. Petr, Portier, and Versteegen show this by first constructing a state graph - a directed graph $H$ wherein each vertex of $H$ corresponds to a state of a game of cops and robbers played on the original graph $G$. They then give an $\mathcal{O}\left(k n^{k+2}\right)$ algorithm for finding all cop-win vertices of $H$, where a vertex is cop-win if the corresponding state either is a winning state for the cops, or can only lead to a winning state for the cops.

We slightly adapt their techniques to give a similar result for Multi-LAYER COPS AND ROBBER WITh FREE LAYER CHOICE. In particular, we will describe the construction of a directed graph $H^{\prime}$ from a multilayer graph $\mathcal{G}$ such that each vertex of $H^{\prime}$ corresponds to a state of the game of multi-layer cops and robbers as played on $\mathcal{G}$. Once constructed, the algorithm from [33] will identify cop-win vertices of $H^{\prime}$ in $\mathcal{O}\left(k n^{k+2}\right)$ time.

We define the vertex set of $H^{\prime}$ to be the set $[n]^{k+1} \times \mathbb{Z}_{k+1}$ such that vertex $\left(p_{0}, p_{1}, \ldots, p_{k}, t\right) \in[n]^{k+1} \times \mathbb{Z}_{k+1}$ corresponds to the state of the multi-layer cops and robbers game where the robber is on vertex $p_{0}$, cop $i$ is on $p_{i}$ for $i \in[n]$, and the next agent to move is the robber if $t=k$, and $\operatorname{cop}(t+1)$ if $t \neq k$.

Next, there is an edge in $H^{\prime}$ between a pair of states $(q, s)=\left(\left(p_{0}, p_{1}, \ldots, p_{k}, t\right),\left(p_{0}^{\prime}, p_{1}^{\prime}, \ldots, p_{k}^{\prime}, t^{\prime}\right)\right)$ if and only if:

1. $t^{\prime}=(t+1) \bmod (k+1)$, and
2. either $p_{t}=p_{t}^{\prime}$ or $\left(p_{t}, p_{t}^{\prime}\right)$ is an edge of the layer that cop $t$ belongs to, and
3. $p_{i}=p_{i}^{\prime}$ for all $i \neq t$.
[^3]Under this construction, it is assumed that the cops are moved one at a time, in order, such that each directed edge leads from a vertex with $t=i$ for some $i$, to a vertex with $t=i+1 \bmod (k+1)$. This is equivalent to moving all cops simultaneously, as the cop player cannot be interrupted while moving the cops.

In their paper, Petr, Portier, and Versteegen [33, Algorithm 1] give an $\mathcal{O}\left(k n^{k+2}\right)$ algorithm for identifying all cop-win states in a state graph.

Lemma 4.1 (Rephrased from Lemma 2.2 and Theorem 2.3 in [33]). All cop-win vertices in a state graph can be identified in $\mathcal{O}\left(k n^{k+2}\right)$ time.

We now prove our result.
Theorem 4.2. Multi-layer cops and robber with free layer choice can be solved in $\mathcal{O}\left(k^{2} n^{2 k+2}\right)$.
Proof. We have $\mathcal{O}\left(k n^{k+1}\right)$ vertices, and thus $\mathcal{O}\left(k^{2} n^{2 k+2}\right)$ edges and so creating $H^{\prime}$ takes $\mathcal{O}\left(k^{2} n^{2 k+2}\right)$ time. Then, by construction each vertex of $H^{\prime}$ represents a state of the game of Multi-LAYER COps and robber WITH FREE LAYER CHOICE and each arc of $H^{\prime}$ corresponds to the movement (or choice to not move) of either the robber, or one cop. Thus, by Lemma 4.1 we obtain our result.

### 4.2 NP-hardness When Each Layer is a Tree and Some Isolated Vertices

The classical (single layer) cops and robbers game on a tree is solvable in polynomial time, since trees are copwin and the strategy is just to reduce distance to the robber. We show that this is not the case for the Multi-layer cops and robber with free layer choice problem.

Theorem 4.3. Multi-layer cops and robber with free layer choice is NP-hard in the number of vertices, even if each layer contains one tree and a set of isolated vertices.

Proof. We show this by a reduction from dominating set which is NP-hard [24]. Let $G=(V, E)$ be an instance of dominating set, and let $n=|V|$, and for $u \in V(G)$ we let $N(u) \subseteq V(G)$ be the neighbourhood of $u$. Label the vertices of $G$ with elements of $[n]$, then create a collection of edge sets/layers as follows: for each $u \in V(G)$, create a layer $E_{u}:=\{u w \mid w \in N(u)\}$. This can be done in polynomial time.

We now show that $G$ has a dominating set of size $k$ if and only $\left(\left(V,\left\{E_{u}\right\}_{u \in V(G)}\right), k\right)$ is a yes-instance for Multi-layer cops and robber with free layer choice. First, assume that $G$ has a dominating set of size $k$, and let $U_{d}$ be such a dominating set. The cop player starts by putting a cop on vertex $u$ in layer $E_{u}$ for each $u \in U_{d}$. By definition of a dominating set, for each $v \in V(G)$ there is some $u \in U_{d}$ such that $u v \in E(G)$. By the construction, this edge $u v$ is also in $E_{u}$, meaning that for each $v \in V(G)$ there is some $u \in U_{d}$ such that a cop is on $u$ in layer $E_{u}$ and therefore no matter where the robber starts, they will either immediately be caught or be caught after one cop move.

Now assume that $G$ does not have a dominating set of size $k$, and consider an arbitrary allocation of $k$ cops to vertices in layers. Define the function $\phi$ as follows: For each cop $c$, if $c$ is on an isolated vertex $v$ in layer $E_{i}$, let $\phi(c)=v$. Else, $c$ must be on either the centre $v_{c}$ of a star in layer $E_{i}$, or on one of the leaves $v_{\ell}$ of said star, but in either case let $\phi(c)=v_{c}$. Then let $D=\{v \mid \phi(c)=v$ for some cop $c\}$, noting that $|D| \leqslant k$, and let $V_{R}=\{u \mid u$ is reachable by some cop $\}$. Note that $V_{R}$ contains exactly the vertices in, or adjacent to, any vertex in $D$. Thus, if $V_{R}=V$ then $D$ is a dominating set of size $k$. However, as $G$ does not have a dominating set of size $k$, the set $V \backslash V_{R}$ must be non-empty. The robber can then start on any vertex in $V \backslash V_{R}$ and stay there forever to win.

The next theorem gives a polynomial-time algorithm for determining if $k$ cops can win on a given multilayer graph if the robber layer is a tree. In particular, this result applies even if the layers are not connected.

Theorem 4.4. Given a multi-layer graph $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$, if $R$ is a tree, then Multi-Layer cops and robber on $\mathcal{G}$ can be solved in time $\mathcal{O}(f(k, \tau) \cdot \operatorname{poly}(n))$, where $k$ is the number of cops, $\tau$ is the number of layers of $\mathcal{G}, f$ is a computable function independent of $n$, and poly $(n)$ is a fixed polynomial in $n$.

Proof. If, given an allocation of cops to layers, we can answer Allocated multi-layer cops and robber in time $\mathcal{O}(f(k, \tau) \cdot \operatorname{poly}(n))$, then as there are $\tau^{k}$ ways to choose a layer for each cop, we can also solve MultiLAYER COPS AND ROBBER in time $\mathcal{O}(f(k, \tau) \cdot$ poly $(n))$. Note that this allows scenarios where multiple cops are on the same layer. Thus, for the rest of this proof we assume that we know how many cops are assigned to each layer. If there is an edge $u v$ in the robber layer such that both $u$ and $v$ are only reachable by at most one cop, say $c_{i}$, and if the distance from $u$ to $v$ for $c_{i}$ is at least 3 , the robber player wins by starting on, and staying on, the vertex from $\{u, v\}$ that is farthest from $c_{i}$. We will call such an edge a robber's edge, so that if a robber's edge exists then the robber can win. We next show that if no robber's edge exists, the cops can win, and then show that determining if a robber's edge exists can be done efficiently.

Assume that there is no robber's edge. The cop player can then win by iterating the following process. Note that each iteration will consist of zero or more rounds of the actual game. Let $S_{0}$ be the set of vertices that are reachable by the robber without going through a vertex occupied by a cop after the cops and the robber have been placed on the graph, but before any moves take place. Similarly, let $S_{t}$ be the set of vertices that the robber can reach without going through a vertex occupied by a cop after $t$ iterations of the cop strategy, which we now outline.

As we are giving the cop strategy, we assume that it is now the cop player's turn. Let $u$ be the location of a cop that is closest to the robber in the robber layer. If there are multiple such locations, choose one arbitrarily. Then let $w$ be the vertex that is adjacent to $u$ in the robber layer and is strictly closer to the robber's current position than $u$. Such a $w$ must exist as $R$ is a tree. The cop player moves a cop to $w$ such that the cop on $u$ either stays on $u$, moves directly to $w$, or moves from $u$ to some vertex $u^{\prime}$ and then (unless the robber has now moved to $u$, in which case this cop captures the robber by moving back to $u$ ) moves to $w$. This is possible as there is no robber's edge. Then $S_{1}=S_{0} \backslash\{u\}$, as the only way the robber can leave $S_{0}$ is via $v$, which is occupied or threatened by a cop until a cop reaches $u$, but as $R$ is a tree, $u$ is the second-last vertex on any path the robber can take to $v$. More generally, $\left|S_{t+1}\right| \leqslant\left|S_{t}\right|-1$. Thus, after $\left|S_{0}\right|$ iterations the robber has zero vertices which they can occupy and must be caught.

Thus determining if the cop player can win turns into determining, for a given allocation, if there exists a robber's edge. This can be done by inspecting each edge in the robber layer and determining how many cops can reach either endpoint. If two or more cops can reach either endpoint, we are done with this edge, else only one cop can reach either end point, and we need only check distance in the layer occupied by this cop. This can all be checked in time polynomial in $n$ - for each vertex we can determine the number of cops that can reach said vertex by a simple graph traversal algorithm.

As a quick corollary, if even one cop layer is connected, and we have at least two cops, by putting both cops on this layer there is no edge $u v$ such that its two endpoints $u$ and $v$ are only reachable by one cop, giving the following.

Corollary 4.5. Given a multi-layer graph $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$, if $R$ is a tree, and at least one cop layer is connected, then $\mathrm{mc}(\mathcal{G}) \leqslant 2$.

## 5 Extremal Multi-Layer Cop-Number

In this section we study, for a given connected graph $G=(V, E)$, the extremal multi-layer cop number of $G$. This is the multi-layer cop number maximised over the set of all multi-layer graphs with connected cop-layers, which when flattened give $G$. More formally, for given connected graph $G=(V, E)$, if we define the set

$$
\mathcal{L}(G, \tau)=\left\{\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, *\right): E=C_{1} \cup \cdots \cup C_{\tau} \text { and for each } i \in[\tau],\left(V, C_{i}\right) \text { is connected }\right\}
$$

then the extremal multi-layer cop-number of the (single-layer) graph $G$ is given by

$$
\mathrm{emc}_{\tau}(G)=\max _{\mathcal{G} \in \mathcal{L}(G, \tau)} \mathrm{mc}(\mathcal{G})
$$

Observe that we set $R=E$ as any choice of robber layer $R \subsetneq E$ gives a cop number at most that with $R=E$ by Proposition 2.1.

Remark 5.1. We restrict the problem to connected layers to avoid pathological examples; in particular if each layer is not connected then one can treat each component as a separate layer which can lead to a larger than expected cop number. For example consider a (2n)-vertex cycle which has two (disconnected) layers that are edge disjoint matchings on $2 n$ vertices as its two cop layers. That is,

$$
C_{1}=\{(2 i-1)(2 i): i \in[n]\}, \quad \text { and } \quad C_{2}=\{(2 n) 1\} \cup\{(2 i)(2 i+1): i \in[n-1]\}
$$

Since any cop can only patrol at most two vertices, if there are at most $n-1$ cops then there must be at least one vertex no cop can reach, thus in this example the multi-layer cop number is $n=|V| / 2$.

We begin in Sections 5.1 and 5.2 by generalising two tools for bounding the cop number of graphs to the setting of multi-layer graphs; $(1, k)$-existentially closed graphs and bounds by domination number. We then apply these tools to determine the extremal multi-layer cop number of cliques and binomial random graphs in Section 5.3 and 5.4 respectively. Finally, in Section 5.5, we show that the extremal multi-layer cop number of a graph is bounded from above by its treewidth.

### 5.1 Multi-Layer Generalisation of Existential Closure

The " $(1, k)$-existentially closed" property was introduced in [10, Page 427] for proving lower bounds on the cop number of a random graph. Given a positive integer $k$, a graph $G$ is $(1, k)$-existentially closed if for each $k$-element subset $S \subseteq V(G)$, and vertex $u \notin S$, there is a vertex $z \notin S$ adjacent to $u$, which is not adjacent to any vertex in $S$. This definition is useful for lower bounding the cop number as if a robber is at any vertex $u$ of a $(1, k)$-existentially closed graph, then in the next step they can always move to a vertex $z$ that is safe for at least one more step. We adapt this to the multi-layer setting and use it to obtain lower bounds for the complete graph and the binomial random graph.

For integers $\tau, k>0$ we say that a multi-layer graph $\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, R\right)$ is $(1, k)$-multi-layer existentially closed (or ( $1, k$ )-m.e.c.) if for any subsets $S_{1}, \ldots, S_{\tau} \subset V$, where $\sum_{i=1}^{\tau}\left|S_{i}\right|=k$, we have $S_{1} \cup \cdots \cup S_{\tau} \neq V$, and for any $v \notin S_{1} \cup \cdots \cup S_{\tau}$ there exists $x \in V \backslash\left(\{v\} \cup S_{1} \cup \cdots \cup S_{\tau}\right)$ such that $v x \in R$ and $s_{i} x \notin C_{i}$ for any $s_{i} \in S_{i}$ and $i \in[\tau]$.

As is the case for classical cops and robbers, we get a lower bound on the multi-layer cop number almost immediately from the definition.

Lemma 5.2. If a multi-layer graph $\mathcal{G}$ is $(1, k)$-m.e.c., then $\operatorname{mc}(\mathcal{G})>k$.
Proof. If the robber is at any vertex $v$ at any time before capture then, since $\mathcal{G}$ is $(1, k)$-m.e.c., for any placement of $k$ cops in $V \backslash\{v\}$ onto any layers (where the set of layer $i$ cops is $S_{i}$ ), there always exists a vertex $x \notin\{v\} \cup S_{1} \cup \cdots \cup S_{\tau}$ adjacent to $v$ that is not adjacent to any cop. Thus, in the next step the robber at $v$ can move to $x$ and since this $x$ is not adjacent to any cop in any layer the robber is safe from all cops in that step. Continuing inductively the robber can avoid capture indefinitely.

We use the above definition and lemma to give a lower bound on the multi-layer cop number when the robber layer contains all edges (e.g., the flattened graph is the complete graph $K_{n}$ ). For this, we define $N_{C_{i}}[v]=\left\{w \mid v w \in C_{i}\right\} \cup\{v\}$ to be the closed neighbourhood of $v$ in $C_{i}$.
Lemma 5.3. Let $\tau, k>0$ be integers, $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\},\binom{V}{2}\right)$, and $k<|V|$. If for any $S_{1}, \ldots, S_{\tau} \subset V$ with $\sum_{i=1}^{\tau}\left|S_{i}\right|=k$ and $u \notin \cup_{i \in[\tau]} S_{i}$, we have $\left|\{u\} \cup \bigcup_{i=1}^{\tau} \bigcup_{v \in S_{i}} N_{S_{i}}[v]\right|<n$, then $\mathrm{mc}(\mathcal{G})>k$.
Proof. Since for any choice of the cop positions the set of vertices either occupied by the robber, occupied by a cop, or adjacent to a cop in some layer is at most $n-1$, there must be some vertex $x \in V$ for which none of these things hold. Thus, as the robber has all edges available (i.e. $R=\binom{V}{2}$ ), we see that $\mathcal{G}$ is $(1, k)$-m.e.c., and thus the result holds by Lemma 5.2.

### 5.2 Multi-layer Dominating Set

Let $\mathcal{G}=\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$ be a multi-layer graph (without designated cop/robber layers). A multi-layer dominating set in $\mathcal{G}$ is a set $D \subseteq V \times\{1, \ldots, \tau\}$ of vertex-layer pairs such that for every $v \in V$, either $(v, i) \in D$ for some $i$, or there is a $(w, i) \in D$ such that $w \in V$ and $v w \in E_{i}$. We define the domination number $\gamma(\mathcal{G})$ of $\mathcal{G}$ to be the size of a smallest multi-layer dominating set in $\mathcal{G}$. Note that if $\mathcal{G}$ has a single-layer this definition aligns with the traditional notion of dominating set, which justifies the overloaded notation. It is a folklore result that the cop number is at most the size of any dominating set in the graph, this also holds in the multi-layer setting.

Lemma 5.4. Let $\mathcal{G}:=\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$ be any multi-layer graph and $\mathcal{G}^{\prime}:=\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\},\binom{V}{2}\right)$. Then, $\mathrm{mc}\left(\mathcal{G}^{\prime}\right) \leqslant \gamma(\mathcal{G})$.

Proof. Let $D$ be any multi-layer dominating set of size $|D|=\gamma(\mathcal{G})$, and for each $(v, i) \in D$ place one cop in layer $i$ at the vertex $v$. The result now follows as if the robber is at an any vertex then they are adjacent to a cop in some layer and so the robber will be caught after the cops first move.

We now introduce the parameter $\delta(\mathcal{G})$ which is an analogue of minimum degree for a multi-layer graph $\mathcal{G}=\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$. This is given by

$$
\begin{equation*}
\delta(\mathcal{G}):=\min _{v \in V} \sum_{i \in[\tau]} d_{\left(V, E_{i}\right)}(v) \tag{1}
\end{equation*}
$$

Using this notion we prove a bound on the domination number of a multi-layer graph based on a classic application of the probabilistic method [2, Theorem 1.2.2].

Proposition 5.5. Let $\mathcal{G}=\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$ be any multi-layer graph. Then,

$$
\gamma(\mathcal{G}) \leqslant \frac{n \tau}{\tau+\delta(\mathcal{G})} \cdot\left(\ln \left(\frac{\tau+\delta(\mathcal{G})}{\tau}\right)+1\right)
$$

Proof. We select a random subset $D \subseteq V \times[\tau]$ by including each element $(v, i) \in V \times[\tau]$ with probability $p$. Let $Y=V \backslash \bigcup_{(v, i) \in D} N_{\left(V, E_{i}\right)}[v]$ be the set of vertices not dominated by $D$. Thus if $Y^{\prime} \subseteq V \times[\tau]$ is a set formed by taking each element of $y \in Y$ and assigning it to an arbitrary layer then $D \cup Y^{\prime}$ is a multi-layer dominating set. Recall that $1-p \leqslant e^{-p}$ for $p \geqslant 0$, and observe that each vertex $v \in V$ is in $Y$ with probability at most

$$
(1-p)^{\tau} \cdot(1-p)^{d_{\left(V, E_{1}\right)}(v)} \cdots(1-p)^{d_{\left(V, E_{\tau}\right)}(v)}=(1-p)^{\tau+\sum_{i \in[\tau]} d_{\left(V, E_{i}\right)}(v)} \leqslant(1-p)^{\tau+\delta(\mathcal{G})} \leqslant e^{-p \cdot(\tau+\delta(\mathcal{G}))}
$$

Thus by linearity of expectation and disjointness of $D$ and $Y^{\prime}$ we have

$$
\begin{equation*}
\mathbb{E}\left[\left|D \cup Y^{\prime}\right|\right]=\mathbb{E}[|D|]+\mathbb{E}\left[\left|Y^{\prime}\right|\right] \leqslant n \tau p+n e^{-p \cdot(\tau+\delta(\mathcal{G}))} \tag{2}
\end{equation*}
$$

If we set $p=\ln \left(\frac{\tau+\delta(\mathcal{G})}{\tau}\right) /(\tau+\delta(\mathcal{G}))$ then (2) gives

$$
\mathbb{E}\left[\left|D \cup Y^{\prime}\right|\right] \leqslant n \tau \cdot \frac{\ln \left(\frac{\tau+\delta(\mathcal{G})}{\tau}\right)}{\tau+\delta(\mathcal{G})}+n \cdot e^{-\ln \left(\frac{\tau+\delta(\mathcal{G})}{\tau}\right)}=\frac{n \tau}{1+\delta(\mathcal{G})} \cdot\left(\ln \left(\frac{\tau+\delta(\mathcal{G})}{\tau}\right)+1\right)
$$

So there must exist a multi-layer dominating set in $\mathcal{G}$ with at most this many vertices, giving the result.
Note that there are at least two other sensible definitions of minimum degree for multi-layer graphs, namely the minimum degree of each layer, i.e. $\min _{i \in[\tau]} \min _{v \in V} d_{\left(V, E_{i}\right)}(v)$, and minimum number of neighbours within any layer, given by $\delta(\mathrm{fl}(\mathcal{G})$ ). Our definition of $\delta(\mathcal{G})$ above in (1) can be thought of as the "minimum number of edges incident in any layer", this is arguably a less natural notion than $\delta(\mathrm{fl}(\mathcal{G}))$ however it gives a better bound in our application (Proposition 5.5), the following simple result gives an indication of why.

Proposition 5.6. For any multi-layer graph $\mathcal{G}$ we have $\delta(\mathrm{fl}(\mathcal{G})) \leqslant \delta(\mathcal{G})$.
Proof. Observe that any edge in $\mathrm{fl}(\mathcal{G})$ may appear in more than one distinct layer of $\mathcal{G}$. Thus, for any $v \in V$,

$$
d_{\mathrm{fl}(\mathcal{G})}(v) \leqslant \sum_{i \in[\tau]} d_{\left(V, E_{i}\right)}(v)
$$

Since this holds for all $v \in V$, the result follows by taking the minimum over all $v \in V$ on both sides.

### 5.3 Complete Graph

The aim of this section is to prove the following result.
Theorem 5.7. Let $n \geqslant 1$ and $1 \leqslant \tau<\left\lfloor\frac{n}{2}\right\rfloor$ be integers. Then, $\left\lceil\frac{\tau}{10}\right\rceil \leqslant \mathrm{emc}_{\tau}\left(K_{n}\right) \leqslant \tau$.
It is the lower bound of Theorem 5.7 which is the non-trivial direction. The idea is to partition the edges of the complete graph into almost-regular graphs with no overlapping edges. If we take each of these graphs as a cop layer then we can show that the resulting multi-layer graphs is $(1, k)$-multi-layer existentially closed, the result then follows from Lemma 5.3. An illustration of the edge partition is given in Figure 5.

Proof of Theorem 5.7. For the upper bound observe that we can choose any vertex $v$ of the clique and place one cop within each of the $\tau$ layers at the vertex $v$. Since any other vertex $u$ is adjacent to $v$ in at least one layer we can guard every vertex of $K_{n}$.

The proof of the lower bound will be based on building cop layers using an elegant ( $2 n-1$ )-colouring of $K_{2 n}$ from Sofier's book [40, Problem 16.4], merging colour classes, and adding a single extra vertex in the case of odd $n$. We first state the colouring from [40, Problem 16.4], which Sofier in turn attributes to [5]:
$(2 \ell-1)$-Colouring of $K_{2 \ell}$ : Let $V\left(K_{2 \ell}\right)=\{0,1, \ldots, 2 \ell-1\}$. Arrange the vertices $0, \ldots, 2 \ell-2$ as the vertices of a regular $(2 \ell-1)$-gon, and place $2 \ell-1$ in its center. For each $i \in\{0, \ldots, 2 \ell-2\}$, assign colour $c_{i}$ to the edge $(2 \ell-1)(i)$ and also assign colour $c_{i}$ to all edges that are perpendicular to $(2 \ell-1)(i)$ (i.e., for $j \in[\ell-1]$ assign colour $c_{i}$ to all edges of the form $(i-j \bmod 2 \ell-1)(i+$ $j \bmod 2 \ell-1)$ ).

Using this we now describe how to partition $K_{n}$ in to $1 \leqslant \tau<\left\lfloor\frac{n}{2}\right\rfloor$ layers, for odd or even $n$.
Partition of $K_{n}$ into $\tau$ layers: For $n=2 \ell$ take the $(2 \ell-1)$-colouring of $K_{2 \ell}$ given by (3). Then, partition the integer interval $\mathcal{I}=\{1, \ldots, 2 \ell-1\}$ into $\tau$ disjoint sub-intervals $\mathcal{I}_{1}, \ldots, \mathcal{I}_{\tau}$ of consecutive integers, each containing either $\left\lfloor\frac{2 \ell-1}{\tau}\right\rfloor$ or $\left\lceil\frac{2 \ell-1}{\tau}\right\rceil$ integers. Now, for each $i \in[\tau]$, identify each of the colour classes $c_{j}$, where $j \in \mathcal{I}_{i}$, as a single cop layer $C_{i}$. For the case when $n=2 \ell+1$ is odd we first partition $K_{2 \ell}$ into $\tau$ layers as in the even case, and then add vertex $2 \ell$ as well as edges $(2 \ell)(i)$ for $i \in[2 \ell-1]$ to the $\tau$ layers in any way such that vertex $2 \ell$ is incident to either $\left\lfloor\frac{2 \ell}{\tau}\right\rfloor$ or $\left\lceil\frac{2 \ell}{\tau}\right\rceil$ edges in each layer.

See Figure 5 for an illustration of the construction. We now prove the following claim.
Claim 5.8. For any $n \geqslant 1$ and $1 \leqslant \tau<\lfloor n / 2\rfloor$ the partition (4) gives a set of connected $n$-vertex graphs $\left\{G_{i}=\left(V, C_{i}\right)\right\}_{i \in[\tau]}$ satisfying $K_{n}=G_{1} \cup \cdots \cup G_{\tau}$ and $\max _{i \in[\tau]} \max _{v \in V} d_{G_{i}}(v) \leqslant\lceil n / \tau\rceil$.

Proof of Claim. For the even case $n=2 \ell$ it follows from [40, Problem 16.4] that the colouring given by (3) is a valid $(2 \ell-1)$-colouring of $K_{2 \ell}$ and so $C_{1} \cup \cdots \cup C_{\tau}=E\left(K_{2 \ell}\right)$. We claim that if any two colour classes $c_{i}$ and $c_{i+1}$ from this $(2 \ell-1)$-colouring are merged then the resulting set of edges contains a Hamiltonian cycle. To see this holds note that class $c_{i}$ contains the edges $(2 \ell-1)(i)$ and $\{(i+j \bmod 2 \ell-1)(i-j \bmod 2 \ell-1)\}_{j \in[\ell-1]}$ and class $c_{i+1}$ contains $(2 \ell-1)(i+1)$ and $\{(i+1-j \bmod 2 \ell-1)(i+1+j \bmod 2 \ell-1)\}_{j \in[\ell-1]}$. Thus in the union of classes $c_{i}$ and $c_{i+1}$ there is a Hamiltonian cycle given by


Figure 5: On the left is a copy of $K_{8}$ coloured according to (3), on the right is the partition of $K_{8}$ (or $K_{9}$ if the vertex $v_{8}$ is included) given by (4).

$$
\begin{gathered}
2 \ell-1, i, i+2 \bmod 2 \ell-1, i-2 \bmod 2 \ell-1, i+4 \bmod 2 \ell-1, i-4 \bmod 2 \ell-1, \ldots \\
\ldots, i+3 \bmod 2 \ell-1, i-1 \bmod 2 \ell-1, i+1,2 \ell-1
\end{gathered}
$$

where edge colours alternate between $c_{i}$ and $c_{i+1}$. Recall that, for $n=2 \ell$, each layer is formed from at least $\left\lfloor\frac{2 \ell-1}{\tau}\right\rfloor$ consecutive colour classes, where $\tau<\left\lfloor\frac{n}{2}\right\rfloor=\ell$. Thus, each layer contains at least $\left\lfloor\frac{2 \ell-1}{\ell-1}\right\rfloor \geqslant 2$ consecutive colour classes, and so each layer is connected in $K_{n}$. For the odd case $n=2 \ell+1$ we are connecting the extra vertex (labelled $2 \ell$ ) to at least one other vertex of the even vertex construction in each layer. So in the odd case the layers are also connected.

For the bound on the degrees, when $n=2 \ell$ each layer of the construction contains at most $\left\lceil\frac{2 \ell-1}{\tau}\right\rceil=\left\lceil\frac{n-1}{\tau}\right\rceil$ colour classes merged to form a layer, and the number of edges from any colour class adjacent to any vertex is exactly one. When $n=2 \ell+1$, the "extra" vertex (labelled $2 \ell$ ) has at most $\left\lceil\frac{n-1}{\tau}\right\rceil$ edges from any layer leaving it and adds at most one edge from each layer to any vertex in $\{0, \ldots, 2 \ell-1\}$. Thus, in the odd case, the max degree is bounded by $\max \left\{\left\lceil\frac{n-1}{\tau}\right\rceil,\left\lceil\frac{n-2}{\tau}\right\rceil+1\right\} \leqslant\left\lceil\frac{n}{\tau}\right\rceil$ as claimed.

We now apply Lemma 5.3 to the partition found by (4) to show the result. Recall that the degree of any vertex within any cop layer $C_{i}$ is at most $\lceil n / \tau\rceil \leqslant n / \tau+1$ by Claim 5.8. Thus, setting $k=\lfloor\tau / 10\rfloor \leqslant \tau / 10$ in Lemma 5.3, for any vertex $u \in V$, and any sets $S_{1}, \ldots, S_{\tau} \subset V \backslash\{v\}$ satisfying $\sum_{i=1}^{\tau}\left|S_{i}\right|=k$ we have

$$
\left|\{u\} \cup \bigcup_{i=1}^{\tau} \bigcup_{v \in S_{i}} N_{G_{i}}[v]\right| \leqslant 1+k+k \cdot\left(\left\lceil\frac{n}{\tau}\right\rceil+1\right) \leqslant 1+\frac{3 \tau}{10}+\frac{n}{10} \leqslant \frac{n}{4}+1<n,
$$

where the last inequality holds as we can assume $n \geqslant 2$. The result then follows from Lemma 5.3.

### 5.4 Binomial Random Graphs

We now consider the extremal multi-layer cop number of the binomial random graph $G_{n, p}$. For any integer $n \geqslant 1$, this is the $n$-vertex simple graph generated by sampling each possible edge independently with probability $0<p=p(n)<1$, see [7] for more details. The following result shows that, for a suitably dense binomial random graph $G_{n, p}$, with probability tending to 1 as $n \rightarrow \infty$, we have emc $\boldsymbol{e m}_{\tau}\left(G_{n, p}\right)=\Theta(\tau \log (n) / p)$. The single-layer cop number of $G_{n, p}$ in the same range is known to be $\Theta(\log (n) / p)$ [10], so in some sense our result provides a generalisation.
Theorem 5.9. For any fixed $\varepsilon>0$, let $n^{1 / 2+\varepsilon} \leqslant n p=o(n)$ and $1 \leqslant \tau \leqslant n^{\varepsilon}$. Then,

$$
\mathbb{P}\left(\frac{\varepsilon}{10} \cdot \frac{\tau \cdot \ln n}{p} \leqslant \mathrm{emc}_{\tau}\left(G_{n, p}\right) \leqslant 10 \cdot \frac{\tau \cdot \ln n}{p}\right) \geqslant 1-e^{-\Omega(\sqrt{n})}
$$

Our proof follows the broad idea of [10] for the single layer case, namely bounding the cop number from above by the domination number and from below using the existentially closed property. However, in our lower bound there is the added complication that we need to construct a random multilayer graph where each layer is connected, and when flattened follows the distribution of $G_{n, p}$.

We first recall a standard Chernoff bound.
Lemma 5.10 ([31, Corollary 4.6]). Let $X_{1}, \ldots, X_{n}$ be independent Bernoulli trials such that $\mathbb{P}\left(X_{i}=1\right)=p_{i}$. Let $X=\sum_{i=1}^{n} X_{i}$ and $\mu=\mathbb{E}[X]$. Then, for any $0<\delta<1$, we have $\mathbb{P}(|X-\mu| \geqslant \delta \mu) \leqslant 2 e^{-\delta^{2} \mu / 3}$.

We must secondly prove a standard lemma on the connectivity of $G_{n, p}$.
Lemma 5.11. Let $n \geqslant 1000$ and $\frac{10 \log n}{n} \leqslant p \leqslant 1$. Then, $\mathbb{P}\left(G_{n, p}\right.$ is connected $) \geqslant 1-e^{-n p / 3}$.
Proof. We assume for the time being that $p \leqslant 5 / 6$. Observe that if $G_{n, p}$ is not connected then it must contain a connected component of size $1 \leqslant k \leqslant\lfloor n / 2\rfloor$ that has no edges to any other vertices of the graph. Thus, if $X_{k}$ is the number of connected components of size exactly $k$ in $G_{n, p}$ then, by the union bound

$$
\mathbb{P}\left(G_{n, p} \text { is not connected }\right) \leqslant \mathbb{P}\left(X_{1}>0\right)+\sum_{k=2}^{\lfloor n / 2\rfloor} \mathbb{P}\left(X_{k}>0\right)
$$

Observe that a connected component of size one is a vertex with no edges, thus by the union bound

$$
\mathbb{P}\left(X_{1}>0\right) \leqslant n \cdot(1-p)^{n-1} \leqslant n \cdot \frac{1}{1-p} \cdot e^{-n p} \leqslant 6 n \cdot e^{-n p} \leqslant e^{-n p / 2}
$$

For $2 \leqslant k \leqslant\lfloor n / 2\rfloor$ a connected component must contain a spanning tree. By Cayley's formula there are $k^{k-2}$ possible spanning trees, each such tree occurs with probability $p^{k-1}$, and there must be no edges going outside the component, which happens with probability $(1-p)^{k(n-k)}$. As there are $\binom{n}{k}$ ways to choose the vertices of a component on $k$ vertices, by the union bound, for any $2 \leqslant k \leqslant\lfloor n / 2\rfloor$, we have

$$
\mathbb{P}\left(X_{k}>0\right) \leqslant\binom{ n}{k} \cdot k^{k-2} p^{k-1} \cdot(1-p)^{k(n-k)} \leqslant n^{k} \cdot \frac{(p k)^{k}}{p} \cdot e^{-k n p / 2} \leqslant e^{-k(n p / 2-\ln (n p k))} / p \leqslant e^{-k n p / 3}
$$

as $n p \geqslant 10 \log n$. Combining these two bounds and applying the geometric series formula gives

$$
\mathbb{P}\left(G_{n, p} \text { is not connected }\right) \leqslant e^{-n p / 2}+\sum_{k=2}^{\lfloor n / 2\rfloor} e^{-k n p / 3} \leqslant e^{-n p / 2}+\frac{e^{-2 n p / 3}}{1-e^{-n p / 3}} \leqslant e^{-2 n p / 5}
$$

as $n \geqslant 100$. Finally, for $5 / 6<p \leqslant 1$, since connectivity is a monotone property we have

$$
\mathbb{P}\left(G_{n, p} \text { is not connected }\right) \leqslant \mathbb{P}\left(G_{n, 5 / 6} \text { is not connected }\right) \leqslant e^{-2 n \cdot(5 / 6) / 5}=e^{-n / 3} \leqslant e^{-n p / 3}
$$

so the result follows.
We can now prove Theorem 5.9.
Proof of Theorem 5.9. We begin with the upper bound. This is established by bounding the multi-layer domination number $\gamma(\mathcal{G})$ from above, where $\mathcal{G}=\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$ is constructed by sampling a random graph $G_{n, p}$ with vertex set $V$ and choosing an arbitrary partition $\left\{E_{i}\right\}_{i \in[\tau]}$ of its edge set $E$ into layers satisfying $\cup_{i \in \tau} E_{i}=E$. Recall the definition $\delta(\mathcal{G}):=\min _{v \in V} \sum_{i \in[\tau]} d_{\left(V, E_{i}\right)}(v)$ from (1) and observe that $\delta(\mathcal{G}) \geqslant \delta(\mathrm{fl}(\mathcal{G}))=\delta\left(G_{n, p}\right)$ holds for any partition $\left\{E_{i}\right\}_{i \in[\tau]}$ by Proposition 5.6. Thus, Proposition 5.5 gives

$$
\begin{equation*}
\gamma(\mathcal{G}) \leqslant \frac{n \tau}{\tau+\delta(\mathcal{G})} \cdot\left(\ln \left(\frac{\tau+\delta(\mathcal{G})}{\tau}\right)+1\right) \leqslant \frac{n \tau}{\tau+\delta\left(G_{n, p}\right)} \cdot\left(\ln \left(\frac{\tau+\delta\left(G_{n, p}\right)}{\tau}\right)+1\right), \tag{5}
\end{equation*}
$$

where the second inequality holds since $\frac{\tau}{\tau+x} \cdot \ln \left(\frac{\tau+x}{\tau}\right)$ is decreasing in $x$ whenever $x \geqslant \tau(e-1)$.
Observe that (assuming $\delta\left(G_{n, p}\right) \geqslant \tau(e-1)$ ) equation (5) gives a bound on the domination number that holds uniformly over all partitions of $G_{n}$ into a multilayer graph $\mathcal{G}$ and only depends on the minimum degree $\delta\left(G_{n, p}\right)$ of the underlying random graph. Thus, to bound the extremal cop number using (5) we just need to bound the minimum degree of $G_{n, p}$. The degree of each vertex in $G_{n, p}$ is distributed as a sum (denoted by $X$ ) of $n-1$ independent Bernoulli trials, each with success probability $p$. Thus, as $n p \geqslant n^{1 / 2+\varepsilon}$ and $n / 2 \leqslant 3(n-1) / 4$ for large $n$, by Lemma 5.10 and the union bound

$$
\begin{equation*}
\mathbb{P}\left(\delta\left(G_{n, p}\right) \leqslant \frac{1}{2} n p\right) \leqslant n \cdot \mathbb{P}\left(|X-(n-1) p| \geqslant \frac{1}{4}(n-1) p\right) \leqslant n \cdot e^{-\left(\frac{1}{4}\right)^{2} \cdot \frac{(n-1) p}{3}}=o\left(e^{-\sqrt{n}}\right) \tag{6}
\end{equation*}
$$

Recall that $\tau \leqslant n^{\varepsilon}$ by hypothesis, and $n \geqslant \delta\left(G_{n, p}\right) \geqslant n p / 2=\omega(\tau)$ with probability $1-o\left(e^{-\sqrt{n}}\right)$ by (6). The upper bound in the statement follows by applying (5) as with probability at least $1-o\left(e^{-\sqrt{n}}\right)$, this gives

$$
\gamma(\mathcal{G}) \leqslant \frac{n \tau}{\tau+\delta\left(G_{n, p}\right)} \cdot\left(\ln \left(\frac{\tau+\delta\left(G_{n, p}\right)}{\tau}\right)+1\right) \leqslant \frac{n \tau}{n p / 2} \cdot\left(\ln \left(\frac{n^{\varepsilon}+n}{1}\right)+1\right) \leqslant 10 \cdot \frac{\tau \ln n}{p}
$$

which establishes the upper bound.
We now prove the lower bound. The rough idea will be to construct a random multilayer graph, lower bound the multilayer cop number of $\mathcal{G}$ by showing it is $(1, k)$-m.e.c. for a specified $k$, and finally couple this with $G_{n, p}$ to give the desired lower bound.

In order to begin with the construction of $\mathcal{G}$ we must first (implicitly) define a function $p^{*}$ of $p$ and $\tau$. For any given $p \in[0,1]$ and $\tau \geqslant 1$, by the intermediate value theorem there exists some $p^{*}=p^{*}(\tau, p)$ satisfying

$$
\begin{equation*}
1-\left(1-p^{*} / \tau\right)^{\tau}=p \tag{7}
\end{equation*}
$$

We now claim that for any $0 \leqslant p \leqslant 1 / 2$ and $\tau \geqslant 1$, the corresponding $p^{*}$ given by (7) satisfies

$$
\begin{equation*}
\frac{p^{*}}{2} \leqslant p \leqslant p^{*}, \quad \text { and consequently, } \quad 0 \leqslant p^{*} \leqslant 1 \tag{8}
\end{equation*}
$$

To begin note that by rearranging (7) we have $p^{*}=\tau \cdot\left(1-(1-p)^{1 / \tau}\right)<\tau$. Thus, by Bernoulli's inequality

$$
p=1-\left(1-p^{*} / \tau\right)^{\tau} \leqslant \tau \cdot p^{*} / \tau=p^{*}
$$

On the other hand, observe that $p=1-\left(1-p^{*} / \tau\right)^{\tau} \geqslant 1-e^{-p^{*}}$ since $1-x \leqslant e^{-x}$ for all $x \geqslant 0$. By rearranging and taking the logarithm we have $p^{*} \leqslant-\ln (1-p)<\frac{p}{1-p} \leqslant 2 p$ as $p \leqslant 1 / 2$, giving (8).

We will construct a multilayer graph $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, *\right)$ by sampling graphs $G_{i}$ independently from $G_{n, p^{*} / \tau}$ and setting $C_{i}=E\left(G_{i}\right)$ for each $i$. Our next step is to show that $\mathcal{G}$ is $(1, k)$-m.e.c. for some $k$ we now set. Recall that $n p \geqslant n^{1 / 2+\varepsilon}$ for some fixed $\varepsilon>0$, where $\varepsilon \leqslant 1 / 2$ as $p \leqslant 1$, and set

$$
\begin{equation*}
k=\left\lfloor-\frac{\varepsilon}{2} \cdot \frac{\ln n}{\ln \left(1-p^{*} / \tau\right)}\right\rfloor . \tag{9}
\end{equation*}
$$

Using the fact that $\frac{x}{1+x} \leqslant \ln (1+x) \leqslant x$ for any $x>-1$ and the bound $p \leqslant p^{*}$ from (8) yields

$$
\begin{equation*}
k \leqslant-\frac{\varepsilon}{2} \cdot \frac{\ln n}{\ln \left(1-p^{*} / \tau\right)} \leqslant \frac{\varepsilon}{2} \cdot \frac{\tau \ln n}{p^{*}} \leqslant \frac{\tau \ln n}{p^{*}} \leqslant \frac{\tau \ln n}{p} \tag{10}
\end{equation*}
$$

For sufficiently large $n$ we can assume $p^{*} \leqslant 1 / 3$, so the bound $p^{*} \leqslant 2 p$ in (8) gives

$$
\begin{equation*}
k \geqslant-\frac{\varepsilon}{2} \cdot \frac{\ln n}{\ln \left(1-p^{*} / \tau\right)}-1 \geqslant \frac{\varepsilon}{2} \cdot \frac{\left(1-p^{*} / \tau\right) \ln n}{p^{*} / \tau}-1 \geqslant \frac{\varepsilon}{3} \cdot \frac{\tau \ln n}{p^{*}}-1 \geqslant \frac{\varepsilon}{10} \cdot \frac{\tau \ln n}{p} \tag{11}
\end{equation*}
$$

Let $X$ be the number of collections of sets $S_{1}, \ldots, S_{\tau} \subseteq V$, with $\sum_{i \in[\tau]}\left|S_{i}\right|=k$, and vertices $v \notin$ $S_{1} \cup \cdots \cup S_{\tau}$ such that there does not exist any vertex $x \notin\{v\} \cup S_{1} \cup \cdots \cup S_{\tau}$ where $x v \in R$ and $s_{i} x \notin C_{i}$ for any $i \in[\tau]$ and $s_{i} \in S_{i}$. Observe that if $X=0$ then $\mathcal{G}$ is $(1, k)$-m.e.c..

By independence and the definition of $k$ from (9), for a vertex $x \in V \backslash\left(\{v\} \cup S_{1} \cup \cdots \cup S_{\tau}\right)$ the probability that $x$ is adjacent to $v$ but not to any vertex in any of the sets $S_{1}, \ldots, S_{\tau}$ is given by

$$
\begin{equation*}
p \cdot\left(1-\frac{p^{*}}{\tau}\right)^{\left|S_{1}\right|} \cdots\left(1-\frac{p^{*}}{\tau}\right)^{\left|S_{\tau}\right|}=p \cdot\left(1-\frac{p^{*}}{\tau}\right)^{k} \geqslant p \cdot n^{-\varepsilon / 2} \tag{12}
\end{equation*}
$$

Since edges are sampled independently, the probability that no such vertex $x \in V \backslash\left(\{v\} \cup S_{1} \cup \cdots \cup S_{\tau}\right)$ can be found for a particular $S_{1}, \ldots, S_{\tau}$ and $v$ is

$$
\begin{equation*}
\left(1-p\left(1-\frac{p^{*}}{\tau}\right)^{k}\right)^{n-\left|S_{1} \cup \cdots \cup S_{\tau}\right|-1} \leqslant\left(1-p n^{-\varepsilon / 2}\right)^{n-k-1} \leqslant e^{-p n^{-\varepsilon / 2}\left(n-\frac{\tau \ln n}{p}-1\right)} \leqslant e^{-\frac{1}{2} \cdot n^{-\varepsilon / 2} \cdot n p} \tag{13}
\end{equation*}
$$

for large $n$, where we have used (12), $1+x \leqslant e^{x}$ for any $x>-1,(10)$, and $\tau=o\left(\frac{n p}{\log n}\right)$. Observe that

$$
\mathbb{E}[X] \leqslant \sum_{k_{1}+\cdots+k_{\tau}=k}\binom{n}{k_{1}} \cdots\binom{n}{k_{\tau}} \cdot n \cdot\left(1-p \cdot\left(1-\frac{p^{*}}{\tau}\right)^{k}\right)^{n-\left|S_{1} \cup \cdots \cup S_{\tau}\right|-1}
$$

Note that there are at most $\tau^{k}$ items in the sum above, as each of the $k$ cops can choose from at most $\tau$ many layers. Thus, by (13) for large $n$,

$$
\begin{equation*}
\mathbb{E}[X] \leqslant \tau^{k} \cdot n^{k} \cdot n \cdot e^{-\frac{1}{2} \cdot n^{-\varepsilon / 2} \cdot n p} \leqslant n^{2 k+1} e^{-\frac{1}{2} \cdot n^{-\varepsilon / 2} \cdot n p} \leqslant \exp \left(\frac{2 \tau(\ln n)^{2}}{p}+\ln n-\frac{1}{2} \cdot n^{-\varepsilon / 2} \cdot n p\right) \tag{14}
\end{equation*}
$$

where we have used the bound (10) on $k$. By the conditions $\tau \leqslant n^{\varepsilon}$ and $n p \geqslant n^{1 / 2+\varepsilon}$, we have

$$
\frac{n^{\varepsilon / 2}}{n p} \cdot \frac{\tau(\ln n)^{2}}{p}=\frac{n^{\varepsilon / 2} n}{(n p)^{2}} \cdot \tau(\ln n)^{2} \leqslant \frac{n^{\varepsilon / 2} n}{n^{1+2 \varepsilon}} \cdot n^{\varepsilon}(\ln n)^{2}=o(1)
$$

and thus, for large $n$,

$$
\frac{2 \tau(\ln n)^{2}}{p}+\ln n-\frac{1}{2} \cdot n^{-\varepsilon / 2} \cdot n p \leqslant-\frac{1}{3} \cdot n^{-\varepsilon / 2} \cdot n p \leqslant-\frac{1}{3} \cdot n^{(1+\varepsilon) / 2}
$$

Hence, by Markov's inequality and (14) we have

$$
\mathbb{P}(X \geqslant 1) \leqslant \mathbb{E}[X] \leqslant \exp \left(-\frac{1}{3} \cdot n^{(1+\varepsilon) / 2}\right)=e^{-\Omega(\sqrt{n})}
$$

It follows that with probability $1-e^{-\Omega(\sqrt{n})}$ the multi-layer graph $\mathcal{G}$ is $(1, k)$-m.e.c. for $k \geqslant \frac{\varepsilon}{10} \cdot \frac{\tau \cdot \ln n}{p}$ by (11). Thus if we define the event $\mathcal{M}=\left\{\operatorname{mc}(\mathcal{G}) \geqslant \frac{\varepsilon}{10} \cdot \frac{\tau \cdot \ln n}{p}\right\}$ then applying Lemma 5.2 gives

$$
\mathbb{P}(\neg \mathcal{M})=e^{-\Omega(\sqrt{n})}
$$

Let $\mathcal{C}$ be the event that $G_{i}$ for each layer $i \in[\tau]$ of $\mathcal{G}$ is connected. As $p^{*} / \tau \geqslant p / \tau \geqslant 1 / \sqrt{n}$ by (8), each $G_{i}$ is not connected with probability at most $e^{-\sqrt{n} / 3}$ by Lemma 5.11. Thus, by the union bound, we have

$$
\mathbb{P}(\neg \mathcal{C}) \leqslant \tau \cdot e^{-\sqrt{n} / 3} \leqslant e^{-\sqrt{n} / 4}
$$

Recall that for a fixed graph $G$ the $\mathcal{L}(G, \tau)$ contains all multilayer graphs $\left\{\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, *\right)\right.$ where $E=C_{1} \cup \cdots \cup C_{\tau}$ and for each $i \in[\tau]$, the layer $\left(V, C_{i}\right)$ is connected. Hence, for each $G \in 2^{\binom{n}{2}}$ there is
a corresponding fixed collection $\mathcal{L}(G, \tau) \subseteq\left(2^{\binom{n}{2}}\right)^{\tau}$. Thus, for any given $\tau \geqslant 1$, taking $G=G_{n, p}$ induces a probability distribution $\mathfrak{L}(n, p, \tau)$ over subsets of $\left(2^{\binom{n}{2}}\right)^{\tau}$.

By our choice of $p^{*}$, given implicitly by $p=1-\left(1-p^{*} / \tau\right)^{\tau}$ in (7), we can couple $\mathcal{G}$ to $G(n, p)$; this holds since $\mathrm{fl}(\mathcal{G})=\cup_{i \in[\tau]} G_{i}$ follows the distribution of $G_{n, p}$. This coupling also works in the opposite direction: given $G_{n, p}$ we sample each graph $G_{i}$ by including each edge $e \in E\left(G_{n, p}\right)$ with probability $p^{*} /(p \tau)$, thus each edge $e$ is present in $G_{i}$ independently with probability $p \cdot p^{*} /(p \tau)=p^{*} / \tau$. Observe also that conditional on $\mathcal{C}$ we can couple $\mathcal{G}$ to a random collection $\mathcal{L}\left(G_{n, p}, \tau\right)$ with distribution $\mathfrak{L}(n, p, \tau)$ so that $\mathcal{G} \in \mathcal{L}\left(G_{n, p}, \tau\right)$. It follows from the union bound that

$$
\mathbb{P}\left(\operatorname{emc}_{\tau}\left(G_{n, p}\right)<\frac{\varepsilon}{10} \cdot \frac{\tau \cdot \ln n}{p}\right) \leqslant \mathbb{P}(\neg \mathcal{M})+\mathbb{P}(\neg \mathcal{C}) \leqslant e^{-\Omega(\sqrt{n})}+e^{-\sqrt{n} / 4} \leqslant e^{-\Omega(\sqrt{n})},
$$

which gives the lower bound.

### 5.5 Treewidth

A tree decomposition [17, Ch. 12] of a graph $G=(V, E)$ is a pair $\left(\left\{X_{i}: i \in I\right\}, T=(I, F)\right)$ where $\left\{X_{i}: i \in I\right\}$ is a family of subsets (or "bags") $X_{i} \subseteq V$ and $T=(I, F)$ is a tree such that

- $\bigcup_{i \in I} X_{i}=V$,
- for every edge $v w \in E$ there exists $i \in I$ with $\{v, w\} \subseteq X_{i}$,
- for every $i, j, k \in I$, if $j$ lies on the path from $i$ to $k$ in $T$, then $X_{i} \cap X_{k} \subseteq X_{j}$.

The width of $\left(\left\{X_{i}: i \in I\right\}, T=(I, F)\right)$ is defined as $\max _{i \in I}\left|X_{i}\right|-1$. The treewidth $\mathrm{tw}(G)$ of $G$ is the minimum width of any tree decomposition of $G$.

The following result of Joret, Kamiński \& Theis bounds the single-layer cop number of a graph by its treewidth.

Proposition 5.12 ([26, Proposition 1.5]). The cop number of a graph $G$ is at most $\mathrm{tw}(G) / 2+1$.
Treewidth has a another known relationship with cop number as Seymour and Thomas [38] use the helicopter variant of cops and robbers and show that if a graph $G$ has cop number $k$ then the treewidth of $G$ is at most $k-1$. We do not use this helicopter variant here.
Proposition 5.13. For any connected graph $G:=(V, E)$, and any integer $\tau \geqslant 1$, we have $\operatorname{emc}_{\tau}(G) \leqslant \operatorname{tw}(G)$. Furthermore, these cops can be placed in any layers and still capture the robber.
Proof. Let $\mathcal{G}=\left(V,\left\{C_{1}, \ldots, C_{\tau}\right\}, *\right) \in \mathcal{L}(G, \tau)$ be any multi-layer graph such that for each $i \in[\tau]$ the graph $\left(V, C_{i}\right)$ is connected, and $C_{1} \cup \cdots \cup C_{\tau}=E$. Let $T=(I, F)$ be an optimal tree decomposition of $G$ with $k=\operatorname{tw}(G)$. To begin choose any bag $X_{i}$, and assign $k$ cops to the vertices of $X_{i}$ (in any layers) in any way so that each vertex of $X_{i}$ receives at least one cop. This ensures that the robber cannot start at any vertex in $X_{i}$. Hence the robber starts at some vertex not in $X_{i}$, and they are then confined to the subgraph corresponding to a single tree $T^{\prime}$ of $T \backslash\{i\}$.

Let $X_{j}$ be the bag corresponding to the unique vertex $j \in I$ in $T^{\prime}$ such that $i j \in F$. We now move the cops one by one from the vertices of $X_{i}$ to cover the vertices of $X_{j}$. By [17, Lemma 12.3.1], the vertices $X_{i} \cap X_{j}$ form a cut-set of $G$ and so as long as we leave at least one cop at each vertex of $X_{i} \cap X_{j}$ while we move the remaining cops then the robber cannot leave the tree $T^{\prime}$. Thus first move all cops (one by one) from vertices in $X_{i} \backslash\left(X_{i} \cap X_{j}\right)$ to vertices in $X_{j} \backslash\left(X_{i} \cap X_{j}\right)$, assigning at most one cop to a vertex (unless all vertices are covered). If there are still vertices of $X_{j}$ uncovered then we can find extra cops to cover these vertices from vertices in $X_{i} \cap X_{j}$ which have more than one cop. There are always enough cops to do this since, for any $i, j \in I,\left|X_{j} \backslash\left(X_{i} \cap X_{j}\right)\right|+\left|X_{i} \cap X_{j}\right|=\left|X_{j}\right| \leqslant k$. Furthermore, since each layer is connected we can always move the cops in this way.

Thus, we can keep moving the cops to a bag that decreases the size of the tree $T^{\prime}$ containing the robber until $T^{\prime}$ just consists of vertices in the bag covered by the cops, thus they have caught the robber.

## 6 Multi-Layer Analogue of Meyniel's Conjecture

For the classical cop number, Meyniel's Conjecture [21] states that $\mathcal{O}(\sqrt{n})$ cops are sufficient to win cops and robbers on any connected graph $G$. Following earlier results [14, 21] the current best bound stands at

$$
n \cdot 2^{-(1-o(1)) \sqrt{\log _{2} n}},
$$

proved by $[22,30,37]$ independently, see [8, Chapter 3] for a more detailed overview.
It is natural to explore analogues of Meyniel's Conjecture for the multi-layer cop number. The question we will consider is the minimum number of cops needed to patrol any multi-layer graph with $\tau$ connected layers. That is, we seek a bound on the extremal multi-layer cop number emc $\mathrm{em}_{\tau}(G)$ which holds for all connected graphs $G$. The cycle example from Remark 5.1 and the clique result from Theorem 5.7 show that if layers can be disconnected, or $\tau$ can grow arbitrarily with $n$, then no bound better than $\mathcal{O}(n)$ can hold. We conjecture that this is not the case when layers are connected and the number $\tau$ of them is bounded.

Conjecture 6.1. Let $\tau \geqslant 1$ be any fixed integer and $G$ be any $n$-vertex connected graph. Then, we have

$$
\mathrm{emc}_{\tau}(G)=o(n)
$$

This conjecture might seem very modest in comparison to Meyniel's conjecture, however the following result shows that it would be almost tight, even for the case $\tau=2$ of just two cop layers.

Theorem 6.2. For any positive integer $n$ there is an n-vertex multi-layer graph $\mathcal{G}=\left(V,\left\{C_{1}, C_{2}\right\}, *\right)$ such that $|V|=\Theta(n)$, each cop layer is connected and has bounded cop-number, yet

$$
\mathrm{mc}(\mathcal{G})=\Omega\left(\frac{n}{\log n}\right)
$$

Many of the current approaches to Meyniel's Conjecture use some variation of the fact that a single cop can guard any shortest path between any two vertices. For example, the first step of the approach in [37] is to iteratively remove long geodesics until the graph has small diameter (following this a more sophisticated argument matching randomly placed cops to possible robber trajectories is applied). What makes Conjecture 6.1 difficult to approach is that, even for two layers, a shortest path in the flattened graph $\mathrm{fl}(\mathcal{G})$ may not live within a single cop layer. We note that [22] uses a different approach based on expansion, making it more versatile, however the authors were unable to apply it in the multi-layer setting. We believe a new approach is needed, hopefully progress on this problem might also give an insight into the classical Mayniel conjecture.

Nevertheless, using a simple dominating set approach we can at least prove Conjecture 6.1 for multi-layer graphs with diverging minimum degree.

Proposition 6.3. For any connected n-vertex graph $G$ and $\tau:=\tau(n) \geqslant 1$ satisfying $\delta(G) / \tau \rightarrow \infty$, we have

$$
\mathrm{emc}_{\tau}(G)=o(n)
$$

Proof. If $\mathcal{G}$ is any multi-layer graph such that $\mathrm{fl}(\mathcal{G})=G$ then $\delta(\mathcal{G}) / \tau \geqslant \delta(G) / \tau \rightarrow \infty$ by Proposition 5.6 and hypothesis. The result then follows by Lemma 5.4 since $\ln (x) / x \rightarrow 0$ as $x \rightarrow \infty$.

Note that in the proof of this result we did not actually need the graph/layers to be connected.

## Proof of Theorem 6.2

To begin, we introduce the cops-bane family of multi-layer graphs, denoted by $\mathcal{C B}(\delta, N)$ for $\delta \in(0,1)$ and $N \geqslant 1$. We show that, for suitable $\delta, N$, the family $\mathcal{C B}(\delta, N)$ is non-empty and any $\mathcal{G} \in \mathcal{C B}(\delta, N)$ requires $\Omega(N)$ cops to guard, this establishes Theorem 6.2 since each graph in $\mathcal{C B}(\delta, N)$ has $\Theta(N \log N)$ vertices.

Before we define cop-bane multi-layer graphs we will introduce some graph theoretic notions used in the construction and proof, in particular we will make use of clustered colourings [42]. Given an assignment


Figure 6: A cops-bane multi-layer graph from the family $\mathcal{C B}(3 / 4,8)$. The dotted yellow edges represent paths of length $2 D+1$, where $D=\left\lceil C_{\text {diam }}(3 / 8) \cdot \log 8\right\rceil$ and $C_{\text {diam }}(3 / 8)$ is from Lemma 6.5. The robber layer contains all edges, then each of the two cop layers consists of the orange dotted edges plus all of either the red or blue edges. The graph with just orange dotted edges is $S$, the graphs with just red and blue edges is the $3 / 4$-vertex-expander $X$. The red and blue edges are a 2-edge-coloring of $X$ with clustering 3 .
of colours to the vertices (respectively edges) of a graph $G$, a monochromatic component is a connected component of the subgraph induced by all the vertices (resp. edges) assigned to a single colour. A graph $G$ is $k$-vertex-colourable (resp. $k$-edge-colourable) with clustering $c$ if each vertex (resp. edge) can be assigned one of $k$ colours such that each monochromatic component has at most $c$ vertices.

Lemma 6.4 (c.f. [23]). Any graph of maximum degree at most 3 has a 2-edge-colouring with clustering 2000.
Proof. We begin by constructing the line graph of $G$, which is the graph $H$ with $V(H)=E(G)$ and $E(H)=\{x y: x$ and $y$ share an endpoint in $G\}$. Observe that $H$ has maximum degree at most 4 since $G$ has maximum degree at most 3. Haxell, Szabó and Tardos [23] showed that every graph of maximum degree at most 5 has a 2 -vertex-colouring with clustering at most 2000 . We take such a vertex colouring of $H$, which translates to a 2-edge-colouring of $G$ with the same clustering.

For $0 \leqslant \alpha \leqslant 1$, a graph $G=(V, E)$ is an $\alpha$-vertex-expander if for every $S \subseteq V$ of size at most $|V| / 2$ there are at least $\alpha|S|$ vertices of $V \backslash S$ connected by an edge to $S$, that is,

$$
\min _{S \subseteq V:|S| \leqslant n / 2} \frac{|\{v \in V \backslash S: u \in S, u v \in E\}|}{|S|} \geqslant \alpha
$$

We make use of the following well known fact.
Lemma 6.5 ([25, Page 455]). For any constant $0<\alpha \leqslant 1$ there exists a constant $C_{\text {diam }}(\alpha)$ such that any $n$-vertex $\alpha$-vertex-expander is connected and has diameter at most $C_{\text {diam }}(\alpha) \cdot \log n$.

For a constant $\alpha>0$ and even integer $N \geqslant 2$ we define the cops-bane family $\mathcal{C} \mathcal{B}(\alpha, N)$ to be all $N$-vertex multi-layer graphs $\mathcal{G}$ with robber layer $R$ and cop layers $C_{1}$ and $C_{2}$ generated as follows. Let $X=\left(V_{X}, E_{1} \cup E_{2}\right)$ be a 3-regular $\alpha$-vertex-expander on $N$ vertices where $E_{1}$ and $E_{2}$ form the colour classes of a 2-edge-colouring with clustering at most 2000 . Let $D=\left\lceil C_{\text {diam }}(\alpha / 2) \cdot \log N\right\rceil$ where $C_{\text {diam }}(\alpha / 2)$ is the constant defined in Lemma 6.5. Additionally let $S=\left(V_{S}, E_{S}\right)$ be a star on $N+1$ vertices where we label the centre vertex of the star as $\infty$, and each edge in the star has been replaced by a path of $2 D+1$ edges, we call such a path an $a r m$. We identify each leaf of $S$ with a unique element of $V_{X}$. We then set $C_{1}=E_{1} \cup E_{S}$ and $C_{2}=E_{2} \cup E_{S}$ as the two cop layers. Finally, let $R=E_{1} \cup E_{2}$, and then $\mathcal{G}=\left(V_{X} \cup V_{S},\left\{C_{1}, C_{2}\right\}, R\right)$, where $\left|V_{X} \cup V_{S}\right|=\Theta(N \log N)$. See Figure 6 for an example of a cops-bane multilayer graph.

Lemma 6.6. There exists a constant $0<\alpha \leqslant 1$ such that for any sufficiently large even integer $N \geqslant 4$ the family $\mathcal{C B}(\alpha, N)$ is non-empty.
Proof. Kolesnik and Wormald [28] show that there exists a fixed $\alpha>0$ such that a random 3-regular graph is an $\alpha$-vertex-expander with high probability. Thus, for any suitably large $N$ there exists a 3 -regular $N$-vertex $\alpha$-vertex-expander. By Lemma 6.4 there is a 2 colouring with clustering 2000.

We now show that, owing to their simple structure, the cop layers are easy to police.
Lemma 6.7. For any $\left(V_{X} \cup V_{S},\left\{C_{1}, C_{2}\right\}, R\right) \in \mathcal{C B}(\alpha, N)$ we have $\mathrm{c}\left(\left(V, C_{1}\right)\right), \mathrm{c}\left(\left(V, C_{2}\right)\right) \leqslant 2001$.
Proof. Recall that, for each $i \in\{0,1\}$, we have $C_{i}=E_{i} \cup E_{S}$ where $E_{i} \cap E_{S}=\emptyset$. Thus, for $i \in\{0,1\}, E_{i}$ induces (in $X$ ) a set of disjoint connected components (subgraphs) $x_{1}, \ldots, x_{k_{i}}$ each on at most 2001 vertices, and $E_{S}$ induces a star whose edges are subdivided $2 D+1$ times, and where each leaf is identified with a unique vertex in $V_{X}$. We now describe the strategy for 2001 cops to catch the robber on $\left(V, C_{i}\right)$.

To begin we place all 2001 cops at the centre $\infty$ of the star $S$. To avoid capture in the first round, the robber places themselves at a vertex $u$ which cannot be $\infty$ or a neighbour of $\infty$. Now, either $u$ is on an arm of $S$ that does not lead to any component induced by the clustered colouring, or one that does (in this case call it $x_{j}$ ). In the first case we simply send a single cop along the arm. In the second case we choose $\left|V\left(x_{j}\right)\right| \leqslant 2001$ many cops and move each along a unique arm with endpoint in $V\left(x_{j}\right)$ one step at a time toward this endpoint. Thus, in either case the robber is caught in at most $2 D+1$ steps.

We will use the following theorem which shows that expanders are resistant to vertex deletions.
Theorem 6.8 (Rephrasing of [3, Theorem 2.1]). Let $G$ be an n-vertex $\alpha$-vertex-expander of maximum degree $\Delta$, and let $C>1$ be a fixed constant. After the removal of any set of up to $f=\alpha n /\left(4 \Delta C^{2}\right)$ vertices from $V(G)$, the resulting graph contains a subgraph $H$ on at least $n-f \cdot(C / \alpha)$ vertices with vertex-expansion at least $(1-1 / C) \cdot \alpha$.

We now use the above results to show that $\alpha N / 10^{6}$ cops cannot catch the robber in any small part of the expander $X$ within a cops-bane graph.

Lemma 6.9. For any constant $0<\alpha \leqslant 1$ and sufficiently large natural number $N$, each multi-layer graph in the family $\mathcal{C B}(\alpha, N)$ has multi-layer cop number at least $\alpha N / 10^{6}$.
Proof. The robber will only move on the edges of the $\alpha$-vertex-expander $X$. We say that a vertex $v \in V_{X}$ is blocked if there exists some cop $c$ that can reach $v$ without visiting $\infty$, the vertex at the centre of the star. For clarity, if a cop is on $\infty$ then it does not block any vertex. Note that any cop can block at most 2001 vertices, since the largest monochromatic component in the 2-edge-colouring of $X$ has at most 2000 edges. The rough idea for our robber will be to move between sets of unblocked vertices. For a set of (blocked) vertices $B$, if there exists a subset of $V_{X} \backslash B$ with size at least $N / 2+1$ which induces a subgraph $H \subseteq G$ with diameter at most $D$ then we call $H$ safe from $B$. By the lower bound on the number of vertices in such a safe subgraph, any two safe subgraphs must intersect in at least one vertex.

Now define integers $f$ and $k$ as follows

$$
k=\left\lfloor\frac{f}{2001}\right\rfloor, \quad \text { where } \quad f=\left\lfloor\frac{\alpha N}{48}\right\rfloor .
$$

We will show that $k$ cops cannot catch a robber; we use $f$ to denote the maximum number of vertices of $X$ that $k$ cops can block.

Claim 6.10. For any set $B \subseteq V$ satisfying $|B| \leqslant f$ there exists a subgraph $H \subseteq G$ which is safe from $B$.
Proof of Claim. Observe that, since $X$ is 3-regular, our choice of $f$ corresponds to setting $C=2$ in Theorem 6.8 and choosing at most $f$ vertices adversarially. Hence, by Theorem 6.8 , removing the set $B$ from $V(X)$ leaves a connected subgraph $H$ on at least

$$
N-f \cdot \frac{2}{\alpha} \geqslant N-\frac{\alpha N}{48} \cdot \frac{2}{\alpha}>\frac{N}{2}
$$

vertices, and vertex-expansion at least $\alpha / 2>0$. Hence by Lemma 6.5 the diameter of $H$ is at most $C_{\text {diam }}(\alpha / 2) \cdot \log N=D$, thus $H$ is safe from $B$.

The robber's strategy will be to occupy a vertex in $V_{X}$ that is safe from the current set of blocked vertices at each step. It does this by trying to anticipate where the cops are heading next (the long paths in $S$ give them such foresight), computing a safe subgraph based on this prediction that will remain safe for at least as long as it takes to reach this subgraph, compute a new safe subgraph (if the current one became threatened), and then move to the new safe subgraph. Claim 6.10 guarantees that the required safe subgraphs exist in each step.

We will say that the cop location restrictions hold, if, on a given turn the rober is on some vertex within a subgraph $H^{\prime}$ of $X$ with at least $N / 2+1$ vertices such that $H^{\prime}$ has diameter at most $D$, and no cop is within $D$ turns of reaching any vertex in $H^{\prime}$.

At the start of the game of cops and robbers, the cops are placed on some set of vertices, and let $B$ be the set of vertices that are blocked by these cops. Then by Claim 6.10 there is subgraph $H$ of $X$ that is safe from $B$, so the robber picks an arbitrary vertex in $H$ to start on. We easily see that the cop location restrictions are satisfied by this, and will be satisfied after the cops have one turn to move.

Now, assume that it is the robbers turn, and that the cop location restrictions hold. Let $H^{\prime}$ denote the subgraph of $X$ from the cop location restrictions. Let $B$ be the set of vertices that are currently blocked. By Claim 6.10 there is a subgraph $H$ of $X$ that is safe from $B$. As $H$ and $H^{\prime}$ both have at least $N / 2+1$ vertices, there must be at least one vertex $v \in V_{X}$ such that $v$ is in both $H$ and $H^{\prime}$. Additionally, the diameter of $H^{\prime}$ is at most $D$, so the robber can move along a shortest path in $H^{\prime}$ to $v$ in at most $D$ turns without leaving $H^{\prime}$. As the cop restrictions held before these $D$ turns, the robber cannot be caught during these moves. As $v$ is also in $H$, and as there was no cop that was blocking any vertex in $H$ before the robber started these moves, any cop that is now blocking some vertex in $H$ must have had to move to (or start on) $\infty$, and then move from $\infty$ towards some vertex in the expander. However, the distance from $\infty$ to any vertex in the expander is $2 D+1$, so after $D$ moves no cop can be within a distance of $D$ to any vertex in $H$. The cop location restrictions are therefore satisfied after these $D$ turns, and the robber can repeat this process indefinitely to win.

## 7 Conclusion and Open Problems

We studied the game of cops and robbers on multi-layer graphs via several different approaches, including concrete strategies for certain graph, the construction of counter-intuitive examples, algorithmic and hardness results, and the use of probabilistic methods and expanders for extremal constructions. We find that the multi-layer cop number cannot be bound from above or below by (non-constant) functions of the cop numbers of the individual layers. We also introduce an extremal variant of the problem and obtain asymptotically tight bounds for cliques and dense binomial random graphs (extending some tools from the single layer case along the way). We also find that a naive transfer of Meyniel's conjecture to the multi-layer setting is not true: there are $n$-vertex multi-layer graphs with two cop layers which require $\Omega(n / \log n)$ cops to police. Algorithmically, we find that even if each layer is one tree with some isolated vertices, the free layer choice variant of the problem remains NP-hard. Positively, we find that the problem can be resolved by an algorithm that is FPT in the number of cops and layers if the layer the robber resides in is a tree.

We are hopeful that our contribution will spark future work in multi-layer variants of cops and robbers, and suggest a number of possible open questions:

There are some frequently used ideas from single-layer cops and robbers which we did not utilise. For example, we have no useful notion of a corner, or a retract, nor dismantleability - it is possible that such tools can be extended to the multi-layer setting.

Some progress was made on the parameterised complexity of our problems, but we have only considered a limited set of parameters and have not explored any parameter that constrains the nature of interaction between the layers. For example, if we require that the layers are very similar alongside other restrictions does that impact the computational complexity of our problems?

Single-layer cops and robbers has been very successful as a tool for defining useful graph parameters of simple graphs. We ask whether multi-layer cops and robbers could be used to define algorithmically useful graph parameters.

While we showed that a naive adaptation of Meyniel's conjecture to our multi-layer setting does not hold, it is still possible that $o(|V|)$ cops are sufficient for a bounded number of connected layers. We have shown this for a special case of growing minimum degree: is it true in general?

Finally, while we introduced a particular notion of multi-layer dominating set for proving upper bounds (inspired by similar ideas in single-layer cops and robbers), this multi-layer graph characteristic may also be interesting in its own right; in particular for algorithms for other problems on multi-layer graphs.

## Acknowledgements

We thank David R. Wood for a brief but informative discussion on clustered colourings. All authors of this work were supported by EPSRC project EP/T004878/1: Multilayer Algorithmics to Leverage Graph Structure at the University of Glasgow.

## References

[1] Martin Aigner and M. Fromme. A game of cops and robbers. Discret. Appl. Math., 8(1):1-12, 1984.
[2] Noga Alon and Joel H. Spencer. The Probabilistic Method, Third Edition. Wiley-Interscience series in discrete mathematics and optimization. Wiley, 2008.
[3] Amitabha Bagchi, Ankur Bhargava, Amitabh Chaudhary, David Eppstein, and Christian Scheideler. The effect of faults on network expansion. Theory Comput. Syst., 39(6):903-928, 2006.
[4] Stefan Balev, Juan Luis Laredo Jiménez, Ioannis Lamprou, Yoann Pigné, and Eric Sanlaville. Cops and robbers on dynamic graphs: Offline and online case. In Andrea Werneck Richa and Christian Scheideler, editors, Structural Information and Communication Complexity, pages 203-219, Cham, 2020. Springer International Publishing.
[5] Mehdi Behzad, Gary Chartrand, and Linda Lesniak-Foster. Graphs E digraphs. PWS Publishers, Boston, Mass., 1979.
[6] Alessandro Berarducci and Benedetto Intrigila. On the cop number of a graph. Adv. in Appl. Math., 14(4):389-403, 1993.
[7] Béla Bollobás. Random graphs, volume 73 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, second edition, 2001.
[8] A. Bonato and R.J. Nowakowski. The Game of Cops and Robbers on Graphs. Student mathematical library. American Mathematical Society, 2011.
[9] Anthony Bonato and Pawel Pralat. Graph searching games and probabilistic methods. Discrete Mathematics and Its Applications. CRC Press, London, England, December 2017.
[10] Anthony Bonato, Pawel Pralat, and Changping Wang. Pursuit-evasion in models of complex networks. Internet Math., 4(4):419-436, 2007.
[11] Nathan J. Bowler, Joshua Erde, Florian Lehner, and Max Pitz. Bounding the cop number of a graph by its genus. SIAM J. Discret. Math., 35(4):2459-2489, 2021.
[12] Sebastian Brandt, Seth Pettie, and Jara Uitto. Fine-grained Lower Bounds on Cops and Robbers. In Yossi Azar, Hannah Bast, and Grzegorz Herman, editors, 26th Annual European Symposium on Algorithms (ESA 2018), volume 112 of Leibniz International Proceedings in Informatics (LIPIcs), pages 9:1-9:12, Dagstuhl, Germany, 2018. Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik.
[13] Jean-Lou De Carufel, Paola Flocchini, Nicola Santoro, and Frédéric Simard. Cops \& robber on periodic temporal graphs: Characterization and improved bounds. In Sergio Rajsbaum, Alkida Balliu, Joshua J. Daymude, and Dennis Olivetti, editors, Structural Information and Communication Complexity - 30th International Colloquium, SIROCCO 2023, volume 13892 of Lecture Notes in Computer Science, pages 386-405. Springer, 2023.
[14] Ehsan Chiniforooshan. A better bound for the cop number of general graphs. J. Graph Theory, 58(1):45-48, 2008.
[15] Nancy Elaine Blanche Clarke. Constrained cops and robber. ProQuest LLC, Ann Arbor, MI, 2002. Thesis (Ph.D.)-Dalhousie University (Canada).
[16] M. Cygan, F.V. Fomin, Ł. Kowalik, D. Lokshtanov, D. Marx, M. Pilipczuk, M. Pilipczuk, and S. Saurabh. Parameterized Algorithms. Springer International Publishing, 2015.
[17] Reinhard Diestel. Graph Theory, 4th Edition, volume 173 of Graduate texts in mathematics. Springer, 2012.
[18] Jessica A. Enright, Kitty Meeks, William Pettersson, and John Sylvester. Cops and robbers on multilayer graphs. In Daniël Paulusma and Bernard Ries, editors, Graph-Theoretic Concepts in Computer Science - 49th International Workshop, WG 2023, Fribourg, Switzerland, June 28-30, 2023, Revised Selected Papers, volume 14093 of Lecture Notes in Computer Science, pages 319-333. Springer, 2023.
[19] Geoffrey Exoo and Robert Jajcay. Dynamic cage survey. The Electronic Journal of Combinatorics, 1000, May 2011.
[20] Shannon Lesley Fitzpatrick. Aspects of domination and dynamic domination. ProQuest LLC, Ann Arbor, MI, 1997. Thesis (Ph.D.)-Dalhousie University (Canada).
[21] Peter Frankl. Cops and robbers in graphs with large girth and cayley graphs. Discret. Appl. Math., 17(3):301-305, 1987.
[22] Alan M. Frieze, Michael Krivelevich, and Po-Shen Loh. Variations on cops and robbers. J. Graph Theory, 69(4):383-402, 2012.
[23] Penny E. Haxell, Tibor Szabó, and Gábor Tardos. Bounded size components-partitions and transversals. J. Comb. Theory, Ser. B, 88(2):281-297, 2003.
[24] Teresa W. Haynes, S. T. Hedetniemi, and Peter J. Slater. Fundamentals of domination in graphs, volume 208. Marcel Dekker, New York, 1998.
[25] Shlomo Hoory, Nathan Linial, and Avi Wigderson. Expander graphs and their applications. Bull. Amer. Math. Soc. (N.S.), 43(4):439-561, 2006.
[26] Gwenaël Joret, Marcin Kaminski, and Dirk Oliver Theis. The cops and robber game on graphs with forbidden (induced) subgraphs. Contributions Discret. Math., 5(2), 2010.
[27] William B. Kinnersley. Cops and robbers is exptime-complete. J. Comb. Theory, Ser. B, 111:201-220, 2015.
[28] Brett Kolesnik and Nick Wormald. Lower bounds for the isoperimetric numbers of random regular graphs. SIAM J. Discrete Math., 28(1):553-575, 2014.
[29] Florian Lehner. On the cop number of toroidal graphs. J. Comb. Theory, Ser. B, 151:250-262, 2021.
[30] Linyuan Lu and Xing Peng. On meyniel's conjecture of the cop number. J. Graph Theory, 71(2):192-205, 2012.
[31] Michael Mitzenmacher and Eli Upfal. Probability and Computing: Randomized Algorithms and Probabilistic Analysis. Cambridge University Press, 2005.
[32] Richard J. Nowakowski and Peter Winkler. Vertex-to-vertex pursuit in a graph. Discret. Math., 43(2-3):235-239, 1983.
[33] Jan Petr, Julien Portier, and Leo Versteegen. A faster algorithm for cops and robbers. Discrete Applied Mathematics, 320:11-14, 2022.
[34] Alain Quilliot. Jeux et pointes fixes sur les graphes. PhD thesis, Ph. D. Dissertation, Université de Paris VI, 1978.
[35] Alain Quilliot. A short note about pursuit games played on a graph with a given genus. J. Comb. Theory, Ser. B, 38(1):89-92, 1985.
[36] Bernd S. W. Schroeder. The copnumber of a graph is bounded by $\left\lfloor\frac{3}{2}\right.$ genus $\left.(G)\right\rfloor+3$. In Categorical perspectives (Kent, OH, 1998), Trends Math., pages 243-263. Birkhäuser Boston, Boston, MA, 2001.
[37] Alex Scott and Benny Sudakov. A bound for the cops and robbers problem. SIAM J. Discret. Math., 25(3):1438-1442, 2011.
[38] P.D. Seymour and R. Thomas. Graph searching and a min-max theorem for tree-width. Journal of Combinatorial Theory, Series B, 58(1):22-33, 1993.
[39] M. Sipser. Introduction to the Theory of Computation. Cengage Learning, 2012.
[40] Alexander Soifer. The mathematical coloring book. Springer, New York, 2009. Mathematics of coloring and the colorful life of its creators, With forewords by Branko Grünbaum, Peter D. Johnson, Jr. and Cecil Rousseau.
[41] Symon Toruńczyk. Flip-width: Cops and robber on dense graphs. In 2023 IEEE 64 th Annual Symposium on Foundations of Computer Science (FOCS 2023), page to appear. IEEE, 2023.
[42] David R. Wood. Defective and clustered graph colouring. Electron. J. Combin., DS23:71, 2018.


[^0]:    *An extended abstract of this paper appeared at WG 2023 [18].

[^1]:    MUlti-LAYER COPS AND ROBBER WITH FREE LAYER CHOICE
    Input: A tuple $(\mathcal{G}, k)$ where $\mathcal{G}=\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}\right)$ is a multi-layer graph and $k \geqslant 1$ is an integer. Question: Is there an allocation $\mathbf{k}$ with $\sum_{i} k_{i}=k$ such that for every $j,\left(\left(V,\left\{E_{1}, \ldots, E_{\tau}\right\}, E_{j}\right), \mathbf{k}\right)$ is a yes-instance for MUlTi-LAYER COPS AND ROBBER?

[^2]:    ${ }^{1}$ Consider for instance a $(c, 5)$ cage graph [19]

[^3]:    ${ }^{2}$ See [16, Chapter 14] for background on the strong exponential time hypothesis.

