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Abstract. Deep learning models have shown promising performance in
the field of diabetic retinopathy (DR) staging. However, collaboratively
training a DR staging model across multiple institutions remains a chal-
lenge due to non-iid data, client reliability, and confidence evaluation
of the prediction. To address these issues, we propose a novel feder-
ated uncertainty-aware aggregation paradigm (FedUAA), which consid-
ers the reliability of each client and produces a confidence estimation
for the DR staging. In our FedUAA, an aggregated encoder is shared by
all clients for learning a global representation of fundus images, while a
novel temperature-warmed uncertainty head (TWEU) is utilized for each
client for local personalized staging criteria. Our TWEU employs an ev-
idential deep layer to produce the uncertainty score with the DR staging
results for client reliability evaluation. Furthermore, we developed a novel
uncertainty-aware weighting module (UAW) to dynamically adjust the
weights of model aggregation based on the uncertainty score distribu-
tion of each client. In our experiments, we collect five publicly available
datasets from different institutions to conduct a dataset for federated
DR staging to satisfy the real non-iid condition. The experimental results
demonstrate that our FedUAA achieves better DR staging performance
with higher reliability compared to other federated learning methods.
Our proposed FedUAA paradigm effectively addresses the challenges of
collaboratively training DR staging models across multiple institutions,
and provides a robust and reliable solution for the deployment of DR
diagnosis models in real-world clinical scenarios.
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1 Introduction

In the past decade, numerous deep learning-based methods for DR staging have
been explored and achieved promising results . However, most cur-
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rent studies focus on centralized learning, which necessitates data collection from
multiple institutions to a central server for model training. This approach poses
significant data privacy security risks. Additionally, in clinical practice, different
institutions may have their own DR staging criteria [3]. Consequently, it is dif-
ficult for the previous centralized DR staging method to utilize data of varying
DR staging criteria to train a unified model.

Federated learning (FL) is a collaborative learning framework that enables
training a model without sharing data between institutions, thereby ensuring
data privacy [15,22]. In the FL paradigm, FedAvg [25] and its variants |1}4} 9]
16}|19,[23]|24] are widely used and have achieved excellent performance in various
medical tasks. However, these FL methods assign each client a static weight for
model aggregation, which may lead to the global model not learning sufficient
knowledge from clients with large heterogeneous features and ignoring the reli-
ability of each client. In clinical practice, the data distributions of DR datasets
between institutions often vary significantly due to medical resource constraints,
population distributions, collection devices, and morbidity [26,[30]. This varia-
tion poses great challenges for the exploration of federated DR staging methods.
Moreover, most existing DR staging methods and FL paradigms mainly focus
on performance improvement and ignore the exploration of the confidence of
the prediction. Therefore, it is essential to develop a new FL paradigm that
can provide reliable DR staging results while maintaining higher performance.
Such a paradigm would reduce data privacy risks and increase user confidence
in Al-based DR staging systems deployed in real-world clinical settings.

To address the issues, we propose a novel FL paradigm, named Fed-
UAA, that employs a personalized structure to handle collaborative DR stag-
ing among multiple institutions with varying DR staging criteria. We utilize
uncertainty to evaluate the reliability of each client’s contribution. While un-
certainty is a proposed measure to evaluate the reliability of model predic-
tions [12}|14L/29,31], it remains an open topic in FL research. In our work, we
introduce a temperature-warmed evidential uncertainty (TWEU) head
to enable the model to generate a final result with uncertainty evaluation without
sacrificing performance. Additionally, based on client uncertainty, we developed
an uncertainty-aware weighting module (UAW) to dynamically aggre-
gate models according to each client’s uncertainty score distribution. This can
improve collaborative DR staging across multiple institutions, particularly for
clients with large data heterogeneity. Finally, we construct a dataset for fed-
erated DR staging based on five public datasets with different staging criteria
from various institutions to satisfy the real non-iid condition. The comprehensive
experiments demonstrate that FedUAA provides outstanding DR staging per-
formance with a high degree of reliability, outperforming other state-of-the-art
FL approaches.

2 Methodology

Fig. [1] (a) shows the overview of our proposed FedUAA. During training, local
clients share the encoder (¢) to the cloud server for model aggregation, while
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Fig. 1. The overview of FedUAA (a) with TWEU module (b). An aggregated encoder
is shared by all clients for learning a global representation of fundus images, while a
novel TWEU head is kept on the local client for local personalized staging criteria.
Furthermore, a novel UAW module is developed to dynamically adjust the weights for
model aggregation based on the reliability of each client.

the TWEU (¢) head is retained locally to generate DR staging results with un-
certainty evaluation based on features from the encoder to satisfy local-specific
DR staging criteria. The algorithm of our proposed FedUAA is detailed in Sup-
plementary A. Therefore, the target of our FedUAA is:

N

L lnin 2 £ (fi (i ¥il Xi) . Vi), (1)
where £ is the total loss for optimizing the model, f; is the model of i-th client,
while X; and Y; are the input and label of i-th client. Different from previous
personalized FL paradigms [2,/4], our FedUAA dynamically adjusts the weights
for model aggregation according to the reliability of each client, i.e., the client
with larger distributional heterogeneity tends to have larger uncertainty distribu-
tion and should be assigned a larger weight for model aggregation to strengthen
attention on the client with data heterogeneity. Besides, by introducing TWEU,
our FedUAA can generate a reliable prediction with an estimated uncertainty,
which makes the model more reliable without losing DR staging performance.

2.1 Temperature-warmed evidential uncertainty head

To make the model more reliable without sacrificing DR staging performance, we
propose a novel temperature-warmed evidence uncertainty head (TWEU), which
can directly generate DR staging results with uncertainty score based on the
features from the encoder. The framework of TWEU is illustrated in Fig. [1| (b).
Specifically, we take one of the client models as an example and we assume that
the staging criteria of this client is K categories. Correspondingly, given a color
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fundus image input, we can obtain its K-+1 non-negative mass values, whose
sum is 1. This can be defined as Zfil b; +u = 1, where b; > 0 is the probability
of i-th category, while u represent the overall uncertainty score. Specifically, as
shown in Fig. [1] (b), a local fully connected layer (FC) is used to learn the local
DR category-related features Fy , and the Softplus activation function is adopted
to obtain the evidence E = [eq, ..., ex] of K staging categories based on Fy, so as
to ensure that its feature value is greater than 0. Then, E is re-parameterized by
Dirichlet concentration [5], as: &« = E+ 1, i.e, ax = e + 1 where oy and ey, are
the k-th category Dirichlet distribution parameters and evidence, respectively.
Further calculating the belief masses (b) and corresponding uncertainty score (u)
by by = & = O"“S_l, u = %, where S = Zle aﬁj is the Dirichlet intensities.
Therefore, the probability assigned to category k is proportional to the observed
evidence for category k. Conversely, if less total evidence is obtained, the greater
the uncertainty score will be. As shown in Fig. [l (b), Lyce is used to guide
the model optimization based on the belief masses (b) and their corresponding
uncertainty score (u). Finally, temperature coefficients 7 is introduced to further
b; /T
%, where
br = [br1, ..., brg] is the belief masses that were temperature-warmed. As shown
in Fig. |1} (b), Lyce is adopted to guide the model optimization based on the
temperature-warmed belief features of br.

enhance the classifier’s confidence in belief masses, i.e, by; =

2.2 Uncertainty-aware weighting module

Most existing FL paradigms aggregate model parameters by assigning a fixed
weight to each client, resulting in limited performance on those clients with
large heterogeneity in their data distributions. To address this issue, as shown in
Fig. [1| (a), we propose a novel uncertainty-aware weighting (UAW) module that
can dynamically adjust the weights for model aggregation based on the reliability
of each client, which enables the model to better leverage the knowledge from
different clients and further improve the DR staging performance. Specifically,
at the end of a training epoch, each client-side model produces an uncertainty
value distribution (U), and the ground truth for incorrect prediction of UT also
can be calculated based on the final prediction P by,

1 P =Y,
0 otherwise ’

ufT =1-1{P,Y;}, where 1{P;,Y;} = { (2)
where P; and Y; are the final prediction result and ground truth of i-th sample in
local dataset. Based on U and US” | we can find the optimal uncertainty score 6,
which can well reflect the reliability of the local client. To this end, we calculate
the ROC curve between U and UST | and obtain all possible sensitivity (Sens)
and specificity (Spes) values corresponding to each uncertainty score (u) used
as a threshold. Then, Youden index (J) [7] is adopted to obtain the optimal

uncertainty score 6 by:

0 = argmax J (u), with J (u) = Sens (u) + Spes (u) — 1. (3)
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More details about Youden index are given in Supplementary B. Finally, the
optimal uncertainty scores © = [y, ..., 0] of all clients are sent to the server, and
a Softmax function is introduced to normalize © to obtain the weights for model
aggregation as w; = e’/ va:l ef% . Therefore, the weights for model aggregation
are proportional to the optimal threshold of the client. Generally, local dataset
with larger uncertainty distributions will have a higher optimal uncertainty score
f#, indicating that it is necessary to improve the feature learning capacity of the
client model to further enhance its confidence in the feature representation, and
thus higher weights should be assigned during model aggregation.

3 Loss function

As shown in Fig. [1] (b), the loss function of client model is:
L = Lyce + LTC€7 (4)

where Ly is adopted to guide the model optimization based on the features (b
and u) which were parameterized by Dirichlet concentration. Given the evidence
of E = [ey,...,ex], we can obtain Dirichlet distribution parameter @ = E + 1,
category related belief mass b = [by, ..., b;] and uncertainty score of u. Therefore,
the original cross-entropy loss is improved as,

K

LIce:/ [Z_ykIOg(bk)] 5o )Hbak_ldb—zyk P (o)), (5)

k=1

where @(+) is the digamma function, while 5 («) is the multinomial beta function
for the Dirichlet concentration parameter . Meanwhile, the KL divergence func-
tion is introduced to ensure that incorrect predictions will yield less evidence:

(s (@) (Z ak)} |

T (K) Yop, T (é)
where I'(+) is the gamma function, while & = y + (1 — y) ® « represents the
adjusted parameters of the Dirichlet distribution which aims to avoid penalizing
the evidence of the ground-truth class to 0. In summary, the loss function L.
for the model optimization based on the features that were parameterized by
Dirichlet concentration is as follows:

LKL = IOg

K
—I—Z ak—l
k=1

LUce :Llce+)‘*LKLa (7)

where A is the balance factor for Lgy. To prevent the model from focusing too
much on KL divergence in the initial stage of training, causing a lack of explo-
ration for the parameter space, we initialize A as 0 and increase it gradually
to 1 with the number of training iterations. And, seen from Sec. Dirichlet
concentration alters the original feature distribution of F),, Wthh may reduce
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Table 1. AUC results for different FL. methods applied to DR staging.

Methods APTOS| DDR | DRR [Messidor| IDRID ||Average
SingleSet 0.9059 | 0.8776 | 0.8072 | 0.7242 |0.7168 || 0.8063
FedRep [4] 0.9372 | 0.8964 | 0.8095 | 0.7843 | 0.8047 || 0.8464
FedBN [24] 0.9335 | 0.9003 | 0.8274 | 0.7792 |0.8193 || 0.8519
FedProx |23| 0.9418 | 0.8950 | 0.8127 | 0.7877 |0.8049 || 0.8484
FedDyn |[1] 0.9352 | 0.8778 | 0.8022 | 0.7264 | 0.5996 || 0.7882
SCAFFOLD |[16]|| 0.9326 |0.8590 | 0.7251 | 0.7288 |0.6619 || 0.7815
FedDC [9] 0.9358 | 0.8858 | 0.7969 | 0.7390 |0.7581 || 0.8236
Moon |[19] 0.9436 | 0.8995 | 0.8117 | 0.7907 | 0.8115 || 0.8514
MDT |29 0.9326 | 0.8908 | 0.7987 | 0.7919 |0.7965 || 0.8421
Proposed 0.9445 (0.9044|0.8379| 0.8012 (0.8299||0.8636

the model’s confidence in the category-related evidence features, thus poten-
tially leading to a decrease in performance. Aiming at this problem, as shown
in Fig. 1| (b), we introduce temperature coefficients to enhance confidence in the
belief masses, and the loss function Lp.. to guide the model optimization based
on the temperature-warmed belief features br is formalized as:

K
Ltce = — Z%‘ZOQ (bTi) . (8)

i=1

4 Experimental results

Dataset and Implementation: We construct a database for federated DR
staging based on 5 public datasets, including APTOS (3,662 samples) ﬂ Mes-
sidor (1,200 samples) [6], DDR (13,673 samples) |21], KaggleDR (35,126 sam-
ples) (DRR) ﬂ and IDRID (516 samples) |27], where each dataset is regarded as
a client, More details of datasets are given in Supplementary C.

We conduct experiments on the Pytorch with 3090 GPU. The SGD with a
learning rate of 0.01 is utilized. The batch size is set to 32, the number of epochs
is 100, and the temperature coefficient 7 is empirically set to 0.05. To facilitate
training, the images are resized to 256 x 256 before feeding to the model.

Performance for DR Staging: Table 1| shows the DR staging AUC for differ-
ent FL paradigms on different clients. Our FedUAA achieves the highest AUC
scores on all clients, with a 1.48% improvement in average AUC compared to
FedBN |24], which achieved the highest average AUC score among the compared
methods. Meanwhile, most FL based approaches achieve higher DR staging per-
formance than SingleSet, suggesting that collaborative training across multiple
institutions can improve the performance of DR staging with high data privacy
security. Moreover, as shown in Table I} FL paradigms such as FedDyn |1] and

4 https://www.kaggle.com/datasets/mariaherrerot/aptos2019
® https://www.kaggle.com/competitions/diabetic-retinopathy-detection
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Fig. 2. (a) Instance of being correctly predicted (b) Sample with incorrect prediction
result (c) Average AUC of different methods with increasing noise levels (o?).

SCAFFOLD exhibit limited performance in our collaborative DR staging
task due to the varying staging criteria across different clients, as well as signifi-
cant differences in label distribution and domain features. These results indicate
that our FedUAA is more effective than other FL methods for collaborative DR
staging tasks. Furthermore, although all FL. methods achieve comparable perfor-
mance on APTOS and DDR clients with distinct features, our FedUAA approach
significantly improves performance on clients with small data volumes or large
heterogeneity distribution, such as DRR, Messidor, and IDRiD, by 1.27%, 1.33%,
and 1.29% over suboptimal results, respectively, which further demonstrates the
effectiveness of our core idea of adaptively adjusting aggregation weights based
on the reliability of each client. In addition, we also conduct experiments demon-
strate the statistical significance of performance improvement. As shown in Sup-
plementary D, most average p-values are smaller than 0.05. These experimental
results further prove the effectiveness of our proposed FedUAA.

Reliability Analysis: Providing reliable evaluation for final predictions is cru-
cial for AT models to be deployed in clinical practice. As illustrated in Fig. 2] (b),
the model without introducing uncertainty (Backbone) assigns high probability
values for incorrect staging results without any alert messages, which is also a
significant cause of low user confidence in the deployment of Al models to med-
ical practices. Interestingly, our FedUAA can evaluate the reliability of the final
decision through the uncertainty score. For example, for the data with obvious
features (Fig.|2| (a)), our FedUAA produces a correct prediction result with a
low uncertainty score, indicating that the decision is reliable. Conversely, even
if our FedUAA gives an incorrect decision for the data with ambiguous fea-
tures (Fig.|2| (b)), it can indicate that the diagnosis result may be unreliable by
assigning a higher uncertainty score, thus suggesting that the subject should seek
a double-check from an ophthalmologist to avoid mis-diagnosis. Furthermore, as
shown in Fig. [2] (¢), we degraded the quality of the input image by adding differ-
ent levels of Gaussian noise o2 to further verify the robustness of FedUAA. Seen
from Fig. [2[ (¢), the performance of all methods decreases as the level of added
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Table 2. AUC results for different FL paradigms applied to DR staging.

Strategy |BC|EU|TWEU|UAW|APTOS| DDR | DRR |Messidor|IDRID || Average
V| X X X 10.9059 | 0.8776 | 0.8072 | 0.7242 | 0.7168 || 0.8063
SingleSet| v | v X X 10.9286 | 0.8589 | 0.8001 | 0.7404 | 0.6928 || 0.8042
| X v X 0.9414 1 0.8912 | 0.8279 | 0.7309 |0.7616 || 0.8306
| X X X 10.9335 | 0.9003 | 0.8274 | 0.7792 | 0.8193 || 0.8519
FL Ve X X 0.9330 | 0.8572 | 0.7938 | 0.7860 | 0.7783 || 0.8297
| X v X 10.9445 [ 0.8998 | 0.8229 | 0.8002 | 0.8231 || 0.8581
| X v v 10.9445(0.9044|0.8379| 0.8012 {0.8299|/0.8636

noise increases, however, our FedUAA still maintains a higher performance than
other comparison methods, demonstrating the robustness of our FedUAA.

Ablation Study: We also conduct ablation experiments to verify the effective-
ness of the components in our FedUAA. In this paper, the pre-trained ResNet50 |13
is adopted as our backbone (BC) for SingleSet DR staging, while employing
FedBN [24] as the FL BC. Furthermore, most ensemble-based [18] and MC-
dropout-based [8] uncertainty methods are challenging to extend to our feder-
ated DR staging task across multiple institutions with different staging criteria.
Therefore, we compare our proposed method with the commonly used evidential
based uncertainty approach (EU (Lye..)) |12].

For training model with SingleSet, as shown in Table [2] since Dirichlet con-
centration alters the original feature distribution of the backbone [12], result-
ing in a decrease in the model’s confidence in category-related evidence, conse-
quently, a decrease in performance when directly introducing EU (BC+EU (L))
for DR staging. In contrast, our proposed BC+TWEU (Ly e+ Lrce) achieves su-
perior performance compared to BC and BC+EU (Lye), demonstrating that
TWEU (Lyce+Lree) enables the model to generate a reliable final decision with-
out sacrificing performance. For training model with FL, as shown in Table
BC+FL outperforms SingleSet, indicating that introducing FL can effectively
improve the performance for DR staging while maintaining high data privacy
security. Besides, FL4+EU (Lyce) and FL+TWEU (Lyce+Lree) also obtain a
similar conclusion as in SingleSet, further proving the effectiveness of TWEU.
Meanwhile, the performance of our FedUAA (FL+TWEU (Lyee+Lree) +UAW)
achieves higher performance than FL+TWEU (Lyc.+L7c.) and FL backbone,
especially for clients with large data distribution heterogeneity such as DRR,
Messidor, and IDRiD. These results show that our proposed UAW can further
improve the performance of FL in collaborative DR staging tasks.

5 Conclusion

In this paper, focusing on the challenges in the collaborative DR staging between
institutions with different DR staging criteria, we propose a novel FedUAA by
combining the FL with evidential uncertainty theory. Compared to other FL
methods, our FedUAA can produce reliable and robust DR staging results with
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uncertainty evaluation, and further enhance the collaborative DR staging per-
formance by dynamically aggregating knowledge from different clients based on
their reliability. Comprehensive experimental results show that our FedUAA ad-
dresses the challenges in collaborative DR staging across multiple institutions,
and achieves a robust and reliable DR staging performance.
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Supplementary Materials

A. Algorithm of our proposed FedUAA

Algorithm 1 Collaborative DR staging using FedUAA.

Require: Datasets from N clients: Di, ..., Dy; total optimization round T'; initialize
® = [p1,...., on], ¥ = [¢1,...,¥n]; Prediction results P; Uncertainty distribution
U; the model of i-th client of f;,

1: Fort=1,..,7T do

2 Server sends global encoder cpg to each client.

3 Local:

4 For each clienti =1,..., N do

5: oh gof,.

6: Get prediction and uncertainty scores: P/, U} = f} (gaf,l/;ﬂXi).
7 Local updates: /™' ¢!t « SGD (ff (Lpf,d)ﬂXi)).

8: 1.Calculate ground truth for mis-prediction Ul-GT’t by Eq. 2 (Sec 2.2).
9: 2. Find the optimal uncertainty score 6 that can explicitly reflect the
10: reliability of clienti by Eq. 3 (Sec 2.2).

11: End For

12: Send O' = [95, ...,OM and &' = [cp’i“, ...,gp?jrl] to server.

13: Server:

14: Normalize ©F to obtain model aggregation weights wf"'l = 601:/2?7:1 et
15: Model aggregation: cpf,“ = vazl wf“ * gpﬁ“

16: End For

B. Youden index

The Youden Index is a statistic used to evaluate the performance of a binary
classification model. It takes into account both the sensitivity and specificity of
the model and is defined as:

J = Sensitivity + Speci ficity — 1. (9)

The Youden Index considers both the ability of the test to correctly identify
positive cases (sensitivity) and negative cases (specificity) and is therefore less
likely to be biased towards either true positives or true negatives. And, The
Youden Index ranges from 0 to 1, with a value of 0 indicating that the model
has no discriminative ability and a value of 1 indicating perfect discriminative
ability. In this paper, we evaluate the reliability of the model by calculating
the consistency between the uncertainty score distribution (U) and the ground
truth of mis-prediction (U%T) obtained by Eq. 2 (Sec.2.2). This process can be
seen as a binary classification problem, and the closer U is to U®T, the higher
the model reliability. To find the optimal uncertainty score that can well reflect
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the model’s reliability, we calculate the ROC curve between U and U, and
obtain all possible sensitivity (Sens) and specificity (Spes) values corresponding
to each uncertainty score (u) used as a threshold. Therefore, based on Youden
Index, the final optimal uncertainty score 6 can be obtained by Eq. 3 (Sec.2.2).

C. Details of datasets

We construct a database for federated DR staging based on 5 public datasets,
including APTOS (3,662 samples), Messidor (1,200 samples), DDR (13,673 sam-
ples), KaggleDR (35,126 samples) (DRR), and IDRiD (516 samples), where each
dataset is regarded as a client, More details of datasets are shown in Table

Table 3. Details for different datasets.

Datasets |DR staging criteria Devices Train |Validation|Test
APTOS |Normal+4 stages Multiple devices {2,930 |366 366
Messidor |Normal+3 stages Topcon TRC NW6|718  |240 242
DDR Normal+4 stages+poor quality |42 types of devices 6,835 (2,733 4,105
DRR Normal+4 stages Various devices 21,074|7,026 7,026
IDRiD |Normal+4 stages Kowa VX-10 329 (|84 103

D. Statistical significance of performance improvement

To demonstrate the statistical significance of performance improvement, we fur-
ther perform 3-trial repeating experiment with different random seeds and calcu-
late average p-value between the proposed method and other comparison base-
lines. As shown in Table ] most average p-values are smaller than 0.05. These
experimental results further prove the effectiveness of our proposed FedUAA.

Table 4. P-value for comparing the performance improvement of different methods.

Methods APTOS|DDR|DRR |Messidor|IDRiD | Average
Proposed-SingleSet 0.046 |0.063|0.141| 0.111 | 0.076 | 0.001
Proposed-FedRep 0.177 10.093|0.125| 0.042 | 0.173 | 0.003
Proposed-FedBN 0.133 [0.137|0.252| 0.171 | 0.643 | 0.000
Proposed-FedProx 0.059 |0.123]0.050| 0.041 | 0.049 | 0.005
Proposed-FedDyn 0.018 [0.020{0.003| 0.009 | 0.007 | 0.007
Proposed-FedDC 0.192 [0.030(0.428| 0.010 | 0.054 | 0.008
Proposed-Moon 0.479 10.289(0.023| 0.014 | 0.312 | 0.051
Proposed-SCAFFOLD| 0.015 |0.019(0.088| 0.075 | 0.002 | 0.008
Proposed-MDT 0.016 [0.250(0.010| 0.831 | 0.516 | 0.025
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