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ABSTRACT

Today Gadolinium-based contrast agents (GBCA) are indispensable in Magnetic Resonance Imag-
ing (MRI) for diagnosing various diseases. However, GBCAs are expensive and may accumulate
in patients with potential side effects, thus dose-reduction is recommended. Still, it is unclear to
which extent the GBCA dose can be reduced while preserving the diagnostic value — especially in
pathological regions. To address this issue, we collected brain MRI scans at numerous non-standard
GBCA dosages and developed a conditional GAN model for synthesizing corresponding images at
fractional dose levels. Along with the adversarial loss, we advocate a novel content loss function
based on the Wasserstein distance of locally paired patch statistics for the faithful preservation of
noise. Our numerical experiments show that conditional GANSs are suitable for generating images at
different GBCA dose levels and can be used to augment datasets for virtual contrast models. More-
over, our model can be transferred to openly available datasets such as BraTS, where non-standard
GBCA dosage images do not exist. Code is available here.

Keywords MRI, GANs, Optimal Transport, Noise Modelling

1 Introduction

Magnetic Resonance Imaging (MRI) of the brain is an essential imaging modality to accurately diagnose various
neurological diseases ranging from inflammatory lesions to brain tumors and metastases. For accurate depictions of
said pathologies, gadolinium-based contrast agents (GBCA) are injected intravenously to highlight brain-blood barrier
dysfunctions. However, these contrast agents are expensive and may cause nephrogenic systemic fibrosis in patients
with severely reduced kidney function [32]. Moreover, [18]] reported that Gadolinium accumulates inside patients with
unclear health consequences, especially after repeated application. The American College of Radiology recommends
administering the lowest GBCA dose to obtain the needed clinical information [[1].

Driven by this recommendation, several research groups have recently published dose-reduction techniques focusing
on maintaining image quality. Complementary to the development of higher relaxivity contrast agents [29], virtual
contrast [9, 3] — replacing a large fraction of the GBCA dose by deep learning — has been proposed. These approaches
typically acquire a contrast-enhanced (CE) scan with a lower GBCA dose along with non-CE scans, e.g., T1w, T2w,
FLAIR, or ADC. These input images are then processed by a deep neural network (DNN) to replicate the correspond-
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Figure 1: Low-dose synthesis using a conditional GAN. The generator predicts a residual low-dose image y1,p from
a noise sample z conditioned on the native xn4 and standard-dose xsp images as well as the field strength B and the

artificial dose d. Along with the discriminator, a novel noise-preserving loss — penalizing the Wasserstein distance of
paired patches — is used for training. At inference, the generated residual y1p is added to the native image xn4 to
yield the corresponding synthetic low-dose X1,p.

ing standard-dose scan. While promising, virtual contrast techniques have not been integrated into clinical practice
yet due to false-positive signals or missed small lesions [24} 3]. As with all deep learning-based approaches, the
availability of large datasets is essential, which is problematic in the considered case since the additional CE low-dose
scan is not acquired in clinical routine exams. Hence, there are no public datasets to easily benchmark and compare
different algorithms or evaluate their performance. In general, the enhancement behavior of pathological tissues at
various GBCA dosages has barely been researched due to a lack of data [13].

In recent years, generative models have been used to overcome data scarcity in the computer vision and medical
imaging community. Frequently, generative adversarial networks (GANs) [10] are applied as state-of-the-art in image
generation or semantic translation/interpolation [19] 6, 22]. In a nutshell, the GAN framework trains two com-
peting DNNss — the generator and the discriminator. The generator learns a non-linear transformation of a predefined
noise distribution to fit the distribution of a target dataset, while the discriminator provides feedback by simultaneously
approximating a distance or divergence between the generated and the target distribution. The choice of this distance
leads to the well-known different GAN algorithms, e.g., Wasserstein GANSs [4} [T1]], Least Squares GANSs [25]], or Non-
saturating GANSs [10]. However, Lucic et al. showed that this choice has only a minor impact on the performance.

Learning conditional distributions between images can be accomplished by additionally feeding a condition (additional
scans, dose level, etc.) into both the generator and discriminator. In particular, for image-to-image translation tasks,
these conditional GANs have been successfully applied using paired [[15} 26, 28] and unpaired training data [36].
Within these methods, an additional content (cycle) loss typically penalizes pixel-wise deviations (e.g., £1) from a
corresponding reference to enforce structural similarity, whereas a local adversarial loss (discriminator with local
receptive field) controls textural similarity. In addition, embeddings have been used to inject metadata [19] [8]].

To study the GBCA accumulation behavior, we collected 453 CE scans with non-standard GBCA doses in the set
of {10%,20%, 33%} along with the corresponding standard-dose (0.1 mmol/kg) scan after applying the remaining
contrast agent. Using this dataset, we aim at the semantic interpolation of the GBCA signal at various fractional dose
levels. To this end, we use GANSs to learn the contrast enhancement behavior from the dataset collective and thereby
enable the synthesis of contrast signals at various dose levels for individual cases. Further, to minimize the smoothing
effect [20] of typical content losses (e.g., £1 or perceptual [17]), we develop a noise-preserving content loss function
based on the Wasserstein distance between paired image patches calculated using a Sinkhorn-style algorithm. This
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novel loss enables a faithful generation of noise, which is important for the identification of enhancing pathologies and
their usability as additional training data.

With this in mind, the contributions of this work are as follows:

* synthesis of GBCA behavior at various doses using conditional GANSs,
* loss enabling interpolation of dose levels present in training data,

* noise-preserving content loss function to generate realistic synthetic images.

2 Methodology

Given a native image xNa (i.e. without any contrast agent injection) and a CE standard-dose image xsp, our condi-
tional GAN approach synthesizes CE low-dose images X1,p for selected dose levels deDc [0, 1] from a uniform
noise image z ~ N(0,1d), see Figure [l To focus the generation on the contrast agent signal, our model predicts
residual images y1,p; the corresponding low-dose can be obtained by X;.p = XNaA + YLD-

For training and evaluation, we consider samples (xNa,XsD, YLD, d, B) of a dataset DS, where y1,p = XLp — Xna
is the residual image of a real CE low-dose scan x,p with dose level d € D and B € {1.5,3} is the field-strength
in Tesla of the used scanner. To simplify learning of the contrast accumulation behavior, we adapt the preprocessing
pipeline of BraTS [37]]. Further details of the dataset and the preprocessing are in the supplementary material.

2.1 Conditional GANs for Contrast Signal Synthesis

Our approach is built on the insight that contrast enhancement is an inherently local phenomenon and the necessary
information for the synthesis task can be extracted from a local neighborhood within an image. Therefore, we use
as generator gy a convolutional neural network (CNN) that is based on the U-Net [30] along with a local attention
mechanism. The architecture design and the implementation details can be found in the supplementary material.
As illustrated in Figure [1] the generator uses a 3D noise sample z ~ AN(0,Id) along with the native and SD im-
ages (XA, Xsp) as input. The synthesis is guided by the metadata (d B) T, containing the artificial dose level d € D
as well as the field strength of the corresponding scanner B € {1.5,3}. In particular, the metadata is injected into every
residual block of the generator using an embedding, motivated by the recent success of diffusion-based models [14]].

To learn this generator, a convolutional discriminator f is used, which is in turn trained to distinguish the generated

residual images y1,p with random dose level d from the real residual images y1,p with the associated real dose level d.
To make this a non-trivial task, label smoothing on the metadata is used, i.e, the real dose is augmented by zero-
mean additive Gaussian noise with standard deviation 0.05. The discriminator architecture essentially implements the
encoding side of the generator, however, no local attention layers are used as suggested by [21]]. Like the generator,
the discriminator is conditioned on the metadata using an embedding, which is not shared between both networks.

For training of the generator 6 and discriminator ¢, we consider the loss

mein max {Laan(0,0) + AapLap(d) + AcLc(0)}, (D

which consists of a Wasserstein GAN loss £z AN, a gradient penalty loss Lgp, and a content loss L that are relatively
weighted by scalar non-negative factors A\gp and Ac. In detail, the Wasserstein GAN loss reads as

Laan(0,9) =
E (xna xsD .y, B)~U (DS) {f¢ (YLD, €¢) = By n0,1a),dmrs(m) 16 (90 (2,€) »5)}}

using condition tuples ¢ = (xna,Xsp, (d B) ") and ¢ = (Xna, XsD, ((f B)T) to simplify notation. /(S) denotes a
uniform distribution over a set S. We highlight that the artificial dose levels d for the generated images are uniformly
sampled from D = [0.05, 0.5], which enables an interpolation around the dose levels present in the dataset DS. This
is necessary since only a few distinct dose levels {0.1, 0.2, 0.33} have been acquired. For regularizing the discrimina-
tor fy, we include the gradient penalty loss

Lgp (¢) = E(XNA,XSD,yLD,d,B)NU(DS) {(va¢(h(av YLD, yLD)a h(a, c, é))HQ - 1)2}
z2~N(0,1d),d~U(D),a~U(0,1)

using h(o,y,y) = ay + (1 — a)y. A penalty term is introduced, if f, is not Lipschitz continuous with factor 1 in
its arguments as required by Wasserstein GANs [L1]]. Here, y1.p = g¢o(z, ¢) and the Lipschitz penalty is evaluated
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Figure 2: Tllustration of our patch-wise noise-preserving content loss. For each patch pair ((%, x), (%, %), (X, x)) ex-
tracted at the same position, the loss accounts for the Wasserstein distance W of the associated empirical distributions.
In the center, the corresponding cost matrices C' (pixel-wise absolute difference) along with the optimal transport
maps 7' are shown, which are obtained by solving (2). The final loss is the sum of the element-wise multiplication of
all C' and T for every non-overlapping patch.

at convex combinations of real and synthetic images and condition tuples (essentially dose levels). Finally, using a
distance /., the content loss

EC (9) = E(XNA7XSD,yLD,d,B)NU(DS),ZNN(O,Id) {fc (99 (Z; C) {.YLD)}

guides the generator gy towards residual images in the dataset. Thus, it teaches the generator the principles of contrast
enhancement. Typically, the £1-norm is used as a distance function, which leads to smooth results since it also penalizes
deviations from the noise in y1,p.

2.2 Noise-preserving Content Loss

To generate realistic CE images, it is also important to retain the original noise characteristics. Therefore, we introduce
a novel loss that accounts for deviations in local statistics using optimal transport between empirical distributions of
paired patches, as illustrated in Figure 2}

Letx,%x € R™ be patches of size n X n x n extracted from the same location of a real and synthetic image, respec-
3 3
tively. The Wasserstein distance of the associated empirical distributions using a transport plan 7' € R’} *™ and cost

matrix C' € fons given by (Cj; = |Z; — x;]) is defined as

WE,x)= min (CT)p st Tl=1X% T'1=12%, )
Tern

where 1 is the vector of ones of size n3. In contrast to the element-wise difference penalization of the ¢;-distance,
the Wasserstein distance accounts for mismatches between distributions. To illustrate this, let us, for instance, assume
that both patches are Gaussian distributed (z ~ N (p,0), & ~ N (i, 6)), which is a coarse simplification of real
MRI noise [2]]. In this case, the Wasserstein distance reduces to second-order momentum matching, i.e, W2(§<, X) =
(u — 1) + (0 — &)%. Thus, the Wasserstein distance generalizes this distributional loss to any distribution within
paired patches.

To efficiently solve problem (2)), we use the inexact proximal point algorithm [35]. This algorithm is parallelized and
applied to all non-overlapping patch pairs, to obtain our noise-preserving content loss

éNP(yy Y) = EONM(O){ Z W(Pp+0$’7 Pp-I—OY)}v
pEP

where P, extracts a local n x n x n patch at location p € P = {0,n,2n, ...} using periodic boundary conditions.
Note that we compute the expectation over offsets o € O = {0,1,..., [%]}3 to avoid patching artifacts. In the
numerical implementation, only a single offset is sampled for time and memory constraints.

3 Numerical Results

In this section, we evaluate the proposed conditional GAN approach with a particular focus on different content loss
distance functions. All synthesis models were trained on 250 samples acquired on 1.5T and 3T Philips Achieva
scanners and evaluated on 193 test cases, all collected at site (1) Further details of the dataset, model and training
can be found in the supplementary. In our experiments, we observed that the choice of the content loss distance
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function ¢ (¥, y) strongly influences the performance. Thus, we consider the different cases:

by =yl VGG:  [|h(y) — h(y)[1 NP:  Inp(¥,y)
Following Johnsen et al. [17], h(x) is the VGG-16 model up to relu3_3.

Achieva, gadobutrol

Ingenia, gadoterate

Figure 3: Qualitative comparison of synthesized images using different loss functions to the corresponding refer-
ence xp,p. While the ¢; loss yields smooth low-dose images, the noise pattern is preserved to some extent using the
VGG loss; our loss helps to further retain the noise characteristics.

A qualitative comparison of the different distance functions /¢ is visualized in Figure 3] The first column depicts
synthesized images using the ¢;-norm as the distance function. These images depict a plausible contrast signal,
however, suffer from unrealistic smooth homogeneous regions. An improvement thereof is shown by the perceptual
content loss (VGG). The NP-loss leads to a further improvement not only in the contrast signal behavior but also in
the realism of the noise texture, cf. zoom regions in the lower corners.

To highlight the generalization capabilities, we depict in the bottom row of Figure [3|a sample from site 2) which
was acquired using a Philips Ingenia scanner. Moreover, the GBCA gadoterate was used, while our training data only
consists of scans using the GBCA gadobutrol. Nevertheless, all models present realistically synthesized LD images.
Comparing the zooms of the LD images, we observe that our NP-loss leads to a better synthesis of noise and thereby
to more realistic LD images. In the ¢; and VGG columns, the noise is not faithfully synthesized, thus it is visually
easy to spot the enhancing pathological regions.

For completeness, a quantitative ablation of the considered distance functions on the test images of site (1)is shown
in Table [T} Although neither maximizing PSNR nor SSIM [34] is our objective, we observe on-par performances
of the perceptual (VGG) and our proposed content loss (NP) with the standard ¢; distance function. Using the SD
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Table 1: Quantitative comparison of the low-dose synthesis methods. The central columns present metrics evaluated
on the synthesized low-dose images, whereas the right columns evaluate the effect of purely synthesized data for
training the standard-dose prediction model [27]. Note, that the PSNR/SSIM of the standard dose prediction model
was always evaluated on real LD images. The definitions of the mean absolute error on the contrast enhancement
(MAEcg) and on the noise standard deviation (MAE,) are in Section E} A * denotes if a Wilcoxon signed rank test
between VGG and NPun row is significant.

low-dose synthesis standard-dose prediction
PSNR SSIM MAEcg  MAE, PSNR SSIM
I 38.34 0.978 0.022 0.012 33.83 0.922
VGG 37.84 0.976 0.019 0.009 36.33 0.958
NP(oun 38.05% 0.976 0.011* 0.004* 37.15* 0.960"
X1,D(real) 39.07 0.974

image, we define CE pixels as those pixels at which the intensity increases by at least 10% compared to the native
scan. An example of these CE regions is illustrated in the supplementary. Thus, the mean absolute error for CE
pixels (MAEcg) quantifies the enhancement behavior. Further, we estimate the standard deviation of the non-CE
pixels and report the MAE to the ground truth standard deviation (MAE,). As shown in Table[I} our loss outperforms
the other content losses to a large extent on both metrics, proving its effectiveness for faithful contrast enhancement
and noise generation. Further statistical analyses are presented in the supplementary.

Next, we evaluate the effect of synthesized LD images on the performance of a virtual contrast model (VCM). In
particular, we consider the state-of-the-art 2.5D U-Net model [27} 24} [12]], which predicts an SD image given a cor-
responding native and LD image, see supplementary for further details. The columns on the right of Table |1|list the
average PSNR and SSIM score on the real 33% LD subset of our test data from site(1) The bottom row depicts the
performance if just real 33% LD images are used for training the VCM as an upper bound. In contrast, the other
entries on the right list the performance if only synthesized LD images are used for training. Both metrics show that
the samples synthesized using our NP-loss model are superior to both ¢; and VGG.

To determine the effectiveness of the LD synthesis models at different settings, we acquired 160 data samples from
1.5T and 3T Philips Ingenia scanners at site 2). This site used the GBCA gadoterate, which has a lower relaxivity
compared to gadobutrol used at site(D[16]]. For 80 samples real LD images were acquired, which are used for testing.
Using the VCM solely trained on the real 33% LD data of site (D yields an average PSNR and MAEcg, on the test
samples of siteQ)of 40.04 and 0.092, respectively. Extending the training data for the VCM by synthesized LD images
from our model with NP-loss, we get a significantly improvemed (p < 0.001) PSNR score of 40.37 and MAEcg of
0.075.

Finally, Figure ] visualizes synthesized LD images on the BraTS$ dataset [37] along with the associated VCM outputs.
Comparing the predicted SD images Xgp using 10% and 33% synthesized LD images X1,p, we observe that the weakly
enhancing tumor at the bottom zoom is not preserved in the case of 10%, enabling evaluation of dose reduction methods
on known pathological regions.

4 Conclusions

In this work, we used conditional GANSs to synthesize contrast-enhanced images using non-standard GBCA doses.
To this end, we introduced a novel noise-preserving content loss motivated by optimal transport theory. Numerous
numerical experiments showed that our content loss improves the faithful synthesis of low-dose images. Further, the
performance of virtual contrast models increases if training data is extended by synthesized images from our GAN
model trained by the noise-preserving content loss.
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XNA 10.0% %p  10.0% %sp  17.0% %p 33.3% x1p  33.3% Xsp  47.0% X1p

Figure 4: Comparison of synthesized LD images x,p and corresponding predicted SD images xgp for different dose
levels on BraT$S [37] along with the native (left) and real SD image (right). We also included non-fractional dosage
levels (17% and 47%) to showcase the wide applicability of our algorithm. Top: the tumor is well contrasted in all Xgp
even for 10%. Bottom: the subtle enhancement of the tumor cannot be recovered from the 10% LD image.
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Device | Male/Female | Weight | Field strength | Time to Echo | Repetition time | Flip angle | Resolution (mm) |

Achieva 175/131 81.5 £18.3 3 3.1+0.1 6.8 +0.1 8 0.5 x0.5x0.5
Achieva 78/69 785+ 17.1 1.5 3.3+0.1 7.3+£0.1 8 0.5x0.5x0.5
Ingenia 22/7 90.3 £20.2 3. 3.8+£0.1 7,7+£0.1 8 0.5%x0.5x1.0
Ingenia 71/51 84.5£19.3 1.5 3.6 £0.0 15.44+0.04 30 0.75 x 0.75 x 1.0

Table 2: Details on the acquired data for this study

Supplementary material

Dataset Details

Our dataset consists of 453 studies, which were collected following approval by the Ethics Committee for Clinical
Trials on Humans and Epidemiological Research with Personal Data of the Faculty of Medicine of the Rheinische
Friedrich-Wilhelms-Universitit Bonn (reference no. 450/20). Details are given in Table [2] Our training dataset uses
a stratified split and consists of 50 patients with the following field strength and dose level combinations: 3T/0.1,
3T/0.2, 3T/0.33, 1.5T/0.2, and 1.5T/0.33. 10 patients are used to validate the algorithm and tune hyperparameters and
the remaining 193 patients are used for testing. Additional 151 patients have been acquired at two different scanner
to show the generalizability of our method and is detailed in Table 2} The preprocessing pipeline thereof is shown in

Figlg)

embedding

conditional residual block (CRB) l 2 x 2 x 2 max-pooling

N © N ( 2 x 2 x 2 trilinear interpolation
—0 0 (6} 0 a—

R N R N

M \ | M V T> feature concatencation

Figure 5: Architecture of the generator gy following a U-Net approach. At all four scales, conditional residual blocks
(CRBs) are used to locally extract the contrast behavior from the native xx4 and standard-dose xgp images.

Implementation Details

The architecture of the generator network gy is depicted in Figure [5]and is implemented using pytorch (1.13). At all
four scales, conditional residual blocks (CRBs) are used to locally extract the contrast behavior from the native xxa
and standard-dose xgp images. Every CRB receives a linear projection of an embedding that is generated by feeding
the metadata into a two-layer neural network using 128 features. Every linear projection layer is learnable. At the
finest scale, 12 feature channels are extracted, which are doubled after each max-pooling operation. The coarser scales
additionally use local attention blocks (LABs) to aggregate local information within a 3 x 3 x 3 search window using
self-attention. All convolution layers utilize 3 x 3 x 3 kernels.

As described in the paper, the discriminator f4 implements the encoding side of the generator but used 5 scales and
no LABs. The hyperparameters are identical to the generator.
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zero dose low dose spatial registration radiometric registration skull stripping

Figure 6: Visualization of the preprocessing steps. The top row shows the zero dose and the registration steps applied
to a low-dose image. We adapt the preprocessing pipeline of BraTS [37]], i.e, resampling, normalization, spatial
registration, skull stripping, and radiometric registration. The bottom row illustrates the differences between the
processed low-dose image and the zero dose.

Table 3: Ablation study between having shared or separate embeddings using PSNR, SSIM, and mean absolute er-
ror on contrast-enhanced regions (MAEcg), and MAE of estimated standard deviations in non-contrast-enhanced
regions (MAE,,). p-values are computed using Wilcoxon signed rank test between GAN+VGG and GAN+Our.

Metric | Shared embeddings Separate embeddings

PSNR 37.85 38.05
SSIM 0.975 0.976
MAEcg 0.015 0.011 (p < 0.001)
MAE, 0.006 0.004 (p < 0.001)

To increase the receptive field of our noise-preserving loss /xp, we output multiple heads in the generator, see Figure[5]
Then, ¢Np is computed in every scale using patches of size n = 4. For solving the Wasserstein problem, we perform
100 iterations of the inexact proximal point algorithm [33] to estimate the optimal transport map for every patch pair

using the regularization parameter € = —maféc) .

For the optimization of the saddle point problem, the Adam [5] optimizer was used for both the generator gg and
the discriminator f,; with learning rates of 10~* and momentum variables (0.5,0.9). 5 discriminator updates are
performed for each generator update. The training is performed for 100.000 iterations, with a minibatch size of 12
and a patch size of 64 on a A100 GPU with a runtime of 2 days and 13 hours. The weighting of the loss terms is
independent of the used loss and we always set A\c = 1 and Agan = 1. The gradient penalty term Agp is set to 100
for stable training. For the virtual contrast model, the hyperparameters are taken from [27], with the only difference
being the initial image size, which was set to 256 to reflect the changes in resolution from 0.5 mm to 1.0 mm. An
ablation study on sharing the embedding between the generator and the discriminator is shown in Tab[3] Having a
separate embedding for the discriminator and generator gives a slight performance improvement across all metrics.
The p-values for the mean absolute error (MAE) in the contrast-enhanced regions (MAEcg) and MAE of estimated
standard deviations in non-contrast-enhanced regions (MAE,,) indicate the difference is statistically significant.

Statistical evaluation of the contrast enhancement

In this section, the contrast enhancement of the generated images is statistically validated. For this reason, the CE
pixels are extracted using the corresponding residual image of the standard-dose CE image toward the native image.
For simplicity, we assume that every pixel that enhances at least by 10 % of our 0.95-quantile is contrast affected, while
we consider the remainder as noise. The binary mask of CE pixels for a typical sample is illustrated in Figure[7} The
contrast enhancement is then calculated using the mean over the CE pixels. Histograms of the mean absolute intensity
errors in CE pixels (top) and the mean absolute standard deviation error in non-CE pixels (bottom) for the different
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loss formulations are found on the left in Figure[§] The violin plots on the right illustrate the signal distribution in CE
(top) and the standard deviations in non-CE (bottom) regions. The plots show that the contrast enhancement of our
synthetic images better fits the ground truth low-dose images and the distribution of the contrast enhancements of our
loss formulation better matches the ground truth than the other content loss formulations. The same observation holds
for the standard deviation estimation in non-CE regions.

Figure 7: From left to right: native xna, standard dose xgp, subtraction xgp — xxa and the CE mask generated
by thresholding the subtraction image by 0.1, which is equivalent to a 10% contrast increase compared to the 0.95-
quantile of the native image x4 .
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Figure 8: Statistical evaluation of contrast-enhancing regions (top) and non-enhancing regions (bottom). The his-
tograms on the left compare the considered loss functions in both regions. While the top histogram shows the mean
absolute error in the contrast signal, the bottom histogram visualizes the mean absolute error of the estimated standard
deviations. The proposed noise preserving loss ¢ p has smaller densities at low errors in both metrics. The violin
plots on the right illustrate how well the statistics within the CE region and non-CE regions overlap with the ground
truth (GT). Comparing the different colored areas, we see that our distance function leads to the best overlap in both
regions.
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