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Abstract. Manual medical image segmentation is subjective and suf-
fers from annotator-related bias, which can be mimicked or amplified by
deep learning methods. Recently, researchers have suggested that such
bias is the combination of the annotator preference and stochastic error,
which are modeled by convolution blocks located after decoder and pixel-
wise independent Gaussian distribution, respectively. It is unlikely that
convolution blocks can effectively model the varying degrees of prefer-
ence at the full resolution level. Additionally, the independent pixel-wise
Gaussian distribution disregards pixel correlations, leading to a discon-
tinuous boundary. This paper proposes a Transformer-based Annotation
Bias-aware (TAB) medical image segmentation model, which tackles the
annotator-related bias via modeling annotator preference and stochastic
errors. TAB employs the Transformer with learnable queries to extract
the different preference-focused features. This enables TAB to produce
segmentation with various preferences simultaneously using a single seg-
mentation head. Moreover, TAB takes the multivariant normal distribu-
tion assumption that models pixel correlations, and learns the annotation
distribution to disentangle the stochastic error. We evaluated our TAB
on an OD/OC segmentation benchmark annotated by six annotators.
Our results suggest that TAB outperforms existing medical image seg-
mentation models which take into account the annotator-related bias.

Keywords: Medical image segmentation · Multiple annotators · Trans-
former · Multivariate normal distribution.

1 Introduction

Deep convolutional neural networks (DCNNs) have significantly advanced med-
ical image segmentation [8,22,15]. However, their success relies heavily on accu-
rately labeled training data [27], which are often unavailable for medical image
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segmentation tasks since manual annotation is highly subjective and requires the
observer’s perception, expertise, and concentration [24,4,12,20,10]. In a study of
liver lesion segmentation using abdominal CT, three trained observers delineated
the lesion twice over a one-week interval, resulting in the variation of delineated
areas up to 10% per observer and more than 20% between observers [21].

To analyze the annotation process, it is assumed that a latent true segmen-
tation, called meta segmentation for this study, exists as the consensus of anno-
tators [14,29]. Annotators prefer to produce annotations that are different from
the meta segmentation to facilitate their own diagnosis. Additionally, stochas-
tic errors may arise during the annotation process. To predict accurate meta
segmentation and annotator-specific segmentation, research efforts have been
increasingly devoted to addressing the issue of annotator-related bias [9,29,14].

Existing methods can be categorized into three groups. Annotator decision
fusion [9,18,25] methods model annotators individually and use a weighted
combination of multiple predictions as the meta segmentation. Despite their ad-
vantages, these methods ignore the impact of stochastic errors on the modeling
of annotator-specific segmentation [11]. Annotator bias disentangling [28,29]
methods estimate the meta segmentation and confusion matrices and generate
annotator-specific segmentation by multiplying them. Although confusion ma-
trices characterize the annotator bias, its estimation is challenging due to the
absence of ground truth. Thus, the less-accurate confusion matrices seriously
affect the prediction of meta segmentation. Preference-involved annotation
distribution learning (PADL) framework [14] disentangles annotator-related
bias into annotator preference and stochastic errors and, consequently, outper-
forms previous methods in predicting both meta segmentation and annotator-
specific segmentation. Although PADL has recently been simplified by replacing
its multi-branch architecture with dynamic convolutions [6], it still has two lim-
itations. First, PADL uses a stack of convolutional layers after the decoder to
model the annotator preference, which may not be effective in modeling the
variable degrees of preference at the full resolution level, and the structure of
this block, such as the number of layers and kernel size, needs to be adjusted by
trial and error. Second, PADL adopts the Gaussian assumption and learns the
annotation distribution per pixel independently to disentangle stochastic errors,
resulting in a discontinuous boundary.

To address these issues, we advocate extracting the features, on which dif-
ferent preferences focus. Recently, Transformer [23,17,16] has drawn increasing
attention due to its ability to model the long-range dependency. Among its vari-
ants, DETR [2] has a remarkable ability to detect multiple targets at different
locations in parallel, since it takes a set of different positional queries as condi-
tions and focuses on features at different positions. Inspired by DETR, we suggest
utilizing such queries to represent annotators’ preferences, enabling Transformer
to extract different preference-focused features. To further address the issue of
missing pixel correlation, we suggest using a non-diagonal multivariate normal
distribution [19] to replace the pixel-wise independent Gaussian distribution.
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In this paper, we propose a Transformer-based Annotation Bias-aware (TAB)
medical image segmentation model, which can characterize the annotator prefer-
ence and stochastic errors and deliver accurate meta segmentation and annotator-
specific segmentation. TAB consists of a CNN encoder, a Preference Feature
Extraction (PFE) module, and a Stochastic Segmentation (SS) head. The CNN
encoder performs image feature extraction. The PFE module takes the image
feature as input and produces R + 1 preference-focused features in parallel for
meta/annotator-specific segmentation under the conditions of R + 1 different
queries. Each preference-focused feature is combined with the image feature and
fed to the SS head. The SS head produces a multivariate normal distribution that
models the segmentation and annotator-related error as the mean and variance
respectively, resulting in more accurate segmentation. We conducted compara-
tive experiments on a public dataset (two tasks) with multiple annotators. Our
results demonstrate the superiority of the proposed TAB model as well as the
effectiveness of each component.

The main contributions are three-fold. (1) TAB employs Transformer to ex-
tract preference-focused features under the conditions of various queries, based
on which the meta/annotator-specific segmentation maps are produced simulta-
neously. (2) TAB uses the covariance matrix of a multivariate normal distribu-
tion, which considers the correlation among pixels, to characterize the stochastic
errors, resulting in a more continuous boundary. (3) TAB outperforms existing
methods in addressing the issue of annotator-related bias.

2 Method

2.1 Problem Formalization and Method Overview

Let a set of medical images annotated by R annotators be denoted by D =
{xi, yi1, yi2, · · · , yiR}Ni=1, where xi ∈ RC×H×W represents the i-th image with C

channels and a size of H ×W , and yir ∈ {0, 1}K×H×W is the annotation with
K classes given by the r-th annotator. We simplify the K -class segmentation
problem as K binary segmentation problems. Our goal is to train a segmentation
model on D so that the model can generate a meta segmentation map and R
annotator-specific segmentation maps for each input image.

Our TAB model contains three main components: a CNN encoder for image
feature extraction, a PFE module for preference-focused feature production, and
a SS head for segmentation prediction (see Fig. 1). We now delve into the details
of each component.

2.2 CNN Encoder

The ResNet34 [7] pre-trained on ImageNet is employed as the CNN encoder. We
remove its average pooling layer and fully connected layer to adjust it to our
tasks. Skip connections are built from the first convolutional block and the first
three residual blocks in the CNN encoder to the corresponding locations of the
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Fig. 1. Framework of TAB model, which consists of a CNN encoder, a PFE module,
and a SS head. ‘trans.’ means the transpose operation.

decoder in the SS head. The CNN encoder takes an image x ∈ RC×H×W as its
input and generates a high-level low-resolution feature map fimg ∈ RC′×H′×W ′

,
where C ′ = 512, H ′ = H

32 , W ′ = W
32 . Moreover, fimg is fed to a 1×1 convolutional

layer for channel reduction, resulting in fre ∈ Rd×H′×W ′
, where d = 256.

2.3 PFE Module

The PFE module consists of an encoder-decoder Transformer and a multi-head
attention block. Feeding the image feature fre to the PFE module, we have R+1
enhanced feature maps {fpref

r }Rr=0, on which different preferences focus (r = 0
for meta segmentation and others for R annotator-specific segmentation). Note
that meta segmentation is regarded as a special preference for simplicity.
The Transformer Encoder is used to enhance the image feature fre. The
Transformer encoder consists of a multi-head self-attention module and a feed-
forward network. Since the encoder expects a sequence as input, we collapse the
spatial dimensions of fre and reshape it into the size of d ×H ′W ′. Next, fre is
added to the fixed positional encodings Epos and fed to the encoder. The output
of the Transformer encoder is denoted by fE and its size is d×H ′W ′.
The Transformer Decoder accepts fE and R+1 learnable queries {Qpref

r }Rr=0

of size d = 256 as its input. We aim to extract different preference-focused fea-
tures based on the conditions provided by {Qpref

r }Rr=0, which are called ‘pref-
erence queries’ accordingly. This decoder consists of a multi-head self-attention
module for the intercommunication between queries, a multi-head attention mod-
ule for feature extraction under the conditions of queries, and a feed-forward
network. And it produces R+ 1 features {fD

r }Rr=0 of size d = 256 in parallel.



Transformer-based Annotation Bias-aware Medical Image Segmentation 5

Multi-head Attention Block has m heads in it. It takes the output of the
Transformer decoder {fD

r }Rr=0 as its input and computes multi-head attention
scores of fD

r over the output of the encoder fE , generating m attention heatmaps
per segmentation. The output of this block is denoted as {fpref

r }Rr=0, and the
size of fpref

r is m×H ′ ×M ′. Then, {fpref
r }Rr=0 are individually decoded by SS

head, resulting in R+ 1 different preference-involved segmentation maps.

2.4 SS Head

The SS head aims to disentangle the annotator-related bias and produce meta
and annotator-specific segmentation maps. Given an input image, we assume
that the annotation distribution over annotators follows a multivariant normal
distribution. Thus, we can learn the annotation distribution and disentangle
the annotator-related bias by modeling it as the covariance matrix that con-
siders pixel correlation. First, we feed the concatenation of fre and fpref

r to
a CNN decoder, which is followed by batch normalization and ReLU, and ob-
tain the feature map fseg

r ∈ R32×H×W . Second, we establish the multivariant
normal distribution N (µ(x), Σ(x)) via predicting the µ(x) ∈ RK×H×W and
Σ(x) ∈ R(K×H×W )2 based on fseg

r . However, the size of the covariance matrix
scales with (K ×H ×W )

2, making it computationally intractable. To reduce the
complexity, we adopt the low-rank parameterization of the covariance matrix [19]

Σ = P × PT +D (1)

where P ∈ R(K×H×W )×α is the covariance factor, α defines the rank of the pa-
rameterization, D is a diagonal matrix with K ×H ×W diagonal elements. We
employ three convolutional layers with 1×1 kernel size to generate µ(x), P , and
D, respectively. In addition, the concatenation of µ(x) and fseg

r is fed to the P
head and D head, respectively, to facilitate the learning of P and D. Finally, we
get R+1 distributions. Among them, N (µMT (x), ΣMT (x)) is for meta segmenta-
tion and N (µr(x), Σr(x)), r = 1, 2, ..., R are for annotator-specific segmentation.
The probabilistic meta/annotator-specific segmentation map (ŷMT /ŷr) is calcu-
lated by applying the sigmoid function to the estimated µMT /µr. We can also
produce the probabilistic annotator bias-involved segmentation maps ŷsMT /ŷsr
by applying the sigmoid function to the segmentation maps sampled from the
established distribution N (µMT (x), ΣMT (x))/N (µr(x), Σr(x)).

2.5 Loss and Inference

The loss of our TAB model contains two items: the meta segmentation loss LMT

and annotator-specific segmentation loss LAS , shown as follows

L = LMT (y
s, ŷsMT ) +

R∑
r=1

LAS(yr, ŷ
s
r) (2)

where LMT and LAS are the binary cross-entropy loss, ys is a randomly selected
annotation per image, yr is the delineation given by annotator Ar.



6 Z. Liao et al.

During inference, the estimated probabilistic meta segmentation map ŷMT

is evaluated against the mean voting annotation. The estimated probabilistic
annotator-specific segmentation map ŷr is evaluated against the annotation yr
given by the annotator Ar.

3 Experiments and Results

3.1 Dataset and Experimental Setup

Dataset. The RIGA dataset [1] is a public benchmark for optic disc and optic
cup segmentation, which contains 750 color fundus images from three sources,
including 460 images from MESSIDOR, 195 images from BinRushed, and 95 im-
ages from Magrabia. Six ophthalmologists from different centers labeled the optic
disc/cup contours manually on each image. We use 655 samples from BinRushed
and MESSIDOR for training and 95 samples from Magrabia for test [26,9,14].
The 20% of the training set that is randomly selected is used for validation.
Implementation Details. All images were normalized via subtracting the
mean and dividing by the standard deviation. The mean and standard devi-
ation were counted on training cases. We set the batch size to 8 and resized the
input image to 256 × 256. The Adam optimizer [13] with default settings was
adopted. The learning rate lr was set to 5e − 5 and decayed according to the
polynomial policy lr = lr0×(1− t/T )

0.9, where t is the epoch index and T = 300
is the maximum epoch. All results were reported over three random runs. Both
mean and standard deviation are given.
Evaluation Metrics. We adopted the Soft Dice (Ds) as the performance met-
ric. At each threshold level, the Hard Dice is calculated between the segmentation
and annotation maps. Soft Dice is calculated via averaging the hard Dice values
obtained at multiple threshold levels, i.e., (0.1, 0.3, 0.5, 0.7, 0.9) for this study.
Based on the Soft Dice, there are two performance metrics, namely Average and
Mean Voting. Mean Voting is the Soft Dice between the predicted meta seg-
mentation and the mean voting annotation. A higher Mean Voting represents
better performance on modeling the meta segmentation. The annotator-specific
predictions are evaluated against each annotator’s delineations, and the average
Soft Dice of all annotators is denoted as Average. A higher Average represents
better performance on mimicking all annotators.

3.2 Comparative Experiments

We compared our TAB to three baseline models and four recent segmentation
models that consider the annotator-bias issue, including (1) the baseline ‘Multi-
Net’ setting, under which R U-Nets (denoted by Mr, r = 1, 2, ..., R, R = 6 for
RIGA) were trained and tested with the annotations provided by annotator
Ar, respectively; (2) MH-UNet [5]: a U-Net variant with multiple heads, each
accounting for imitating the annotations from a specific annotator; (3) MV-
UNet [3]: a U-Net trained with the mean voting annotations; (4) MR-Net [9]: an
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Table 1. Performance (Ds
disc (%), Ds

cup (%)) of our TAB, seven competing models,
and two variants of TAB on the RIGA dataset. From left to right: Performance in
mimicking the delineations of each annotator (Ar, r=1, 2, ..., 6), Average, and Mean
Voting. The standard deviation is shown as the subscript of the mean. Except for two
variants of TAB and the ‘Multi-Net’ setting (Mr), the best results in Average and
Mean Voting columns are highlighted in blue.

Methods A1 A2 A3 A4

Mr 96.200.05,84.430.16 95.510.02,84.810.36 96.560.04,83.150.11 96.800.03,87.890.09
MH-UNet 96.250.29,83.310.49 95.270.10,81.820.24 96.720.28,77.320.35 97.000.11,88.030.29
MV-UNet 95.110.02,76.850.34 94.530.05,78.450.44 95.570.03,77.680.22 95.700.02,76.270.56
MR-Net 95.330.46,81.960.47 94.720.43,81.130.78 95.650.14,79.040.81 95.940.03,84.132.61
CM-Net 96.260.07,84.500.14 95.410.08,81.460.52 96.550.88,81.800.41 96.801.17,87.500.51
PADL 96.430.03,85.210.26 95.600.05,85.130.25 96.670.02,82.740.37 96.880.11,88.800.10
AVAP 96.200.13,85.790.59 95.440.03,84.500.51 96.470.03,81.650.95 96.820.02,89.610.20
Ours 96.320.05,86.130.18 96.210.07,85.900.17 96.900.08,84.640.14 97.010.07,89.400.12
Oursw/o PFE 95.670.03,81.690.13 95.120.02,80.160.11 96.080.04,79.420.16 96.400.02,78.530.17
Oursw/o SS 96.390.11,84.820.46 95.550.02,83.680.47 96.410.05,82.730.29 96.770.07,88.210.47
Methods A5 A6 Average Mean Voting
Mr 96.700.03,83.270.15 97.000.00,80.450.01 96.460.03,84.000.16 /
MH-UNet 97.090.17,78.690.90 96.820.41,75.890.32 96.540.09,80.840.41 97.390.06,85.270.09
MV-UNet 95.850.04,78.640.20 95.620.02,74.740.15 95.400.02,77.110.28 97.450.04,86.080.12
MR-Net 95.870.20,79.000.25 95.710.06,76.180.27 95.540.19,80.240.70 97.500.07,87.210.19
CM-Net 96.281.06,82.430.25 96.851.39,78.770.33 96.360.06,82.740.55 96.410.34,81.210.12
PADL 96.800.08,83.420.39 96.890.02,79.760.36 96.530.01,84.320.06 97.770.03,87.770.08
AVAP 96.290.04,83.630.35 96.680.02,80.060.48 96.320.13,84.210.46 97.860.02,87.600.27
Ours 96.800.06,84.500.13 96.990.04,82.550.16 96.700.04,85.520.06 97.820.04,88.220.07
Oursw/o PFE 96.400.04,79.840.15 96.250.01,75.690.16 95.990.05,79.220.14 97.710.04,87.510.14
Oursw/o SS 96.630.09,82.880.60 96.810.06,79.900.52 96.430.03,83.710.37 97.180.02,85.360.67

annotator decision fusion method that uses an attention module to characterize
the multi-rater agreement; (5) CM-Net [29]: an annotator bias disentangling
method that uses a confusion matrix to model human errors; (6) PADL [14]: a
multi-branch framework that models annotator preference and stochastic errors
simultaneously; and (7) AVAP [6]: a method that uses dynamic convolutional
layers to simplify the multi-branch architecture of PADL. The soft Dice of optic
disc Ds

disc and optic cup Ds
cup obtained by our model and competing methods

were listed in Table 1. It shows that our TAB achieves the second highest Ds
disc

and highest Ds
cup on Mean Voting, and achieves the highest Ds

disc and Ds
cup on

Average. We also visualize the segmentation maps predicted by TAB and other
competing methods (see Fig. 2). It reveals that TAB can produce the most
accurate segmentation map compared to the ground truth.

3.3 Ablation Analysis

Both the PFE module and SS head play an essential role in the TAB model,
characterizing the annotators’ preferences and stochastic errors independently.
To evaluate the contributions of them, we compared TAB with two of its vari-
ants, i.e., ‘Ours w/o PFE’ and ‘Ours w/o SS’. In ‘Ours w/o SS’, the SS head is
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Image GTs MR-NetCM-NetPADLAVAPOurs MV-UNet MH-UNet

Fig. 2. Visualization of predicted meta segmentation maps obtained by applying six
competing methods and our TAB to four cases from the RIGA dataset, together with
ground truths (GTs, i.e., mean voting annotations).

Table 2. Performance of the TAB with complete SS head and its three variants on
the RIGA dataset. The Average and Mean Voting (Ds

disc(%),Ds
cup(%)) are used as the

performance metrics. The standard deviation is shown as the subscript of the mean.

N (µ, σ) N (µ,Σ) µ prior Average Mean Voting
96.430.03, 83.710.37 97.180.02, 85.360.67√
96.540.02, 84.560.09 97.660.02, 87.180.12√
96.670.06, 85.240.12 97.760.07, 87.870.09√ √
96.700.04, 85.520.06 97.820.04, 88.220.07

replaced by the CNN decoder, which directly converts image features to a seg-
mentation map. ‘Ours w/o PFE’ contains a CNN encoder and an SS head. This
variant is, of course, not able to model the preference of each annotator. The
performance of our TAB and its two variants was given in Table 1. It reveals
that, when the PFE module was removed, the performance in reconstructing
each annotator’s delineations drops obviously. Meanwhile, without the SS head,
Mean Voting score drops from 97.82% to 97.18% for optic disc segmentation
and from 88.22% to 85.36% for optic cup segmentation. It indicates that the
PFE module contributes substantially to the modeling of each annotator’s pref-
erence, and the SS head can effectively diminish the impact of stochastic errors
and produce accurate meta/annotator-specific segmentation.
Analysis of the SS Head. The effect of each component in the SS head was ac-
cessed using Average and Mean Voting. Table 2 gives the performance of the TAB
with complete SS head and its three variants. We compare the stochastic errors
modeling capacity of multivariate normal distribution N (µ,Σ) and the pixel-
wise independent Gaussian distribution N (µ, σ) [14]. Though both N (µ,Σ) and
N (µ, σ) can reduce the impact of stochastic errors, N (µ,Σ) performs better
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than N (µ, σ) on the test set. We also explored the influence of µ prior. It reveals
that the µ prior can facilitate the learning of N (µ,Σ) and improve the capacity
of meta/annotator-specific segmentation.

4 Conclusion

In this paper, we propose the TAB model to address the issue of annotator-
related bias that existed in medical image segmentation. TAB leverages the
Transformer with multiple learnable queries on extracting preference-focused fea-
tures in parallel and the multivariate normal distribution on modeling stochastic
annotation errors. Extensive experimental results on the public RIGA dataset
with annotator-related bias demonstrate that TAB achieves better performance
than all competing methods.
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