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Abstract. Constructing structural brain networks using T1-weighted
magnetic resonance imaging (T1-MRI) presents a significant challenge
due to the lack of direct regional connectivity information. Current meth-
ods with T1-MRI rely on predefined regions or isolated pretrained loca-
tion modules to obtain atrophic regions, which neglects individual speci-
ficity. Besides, existing methods capture global structural context only on
the whole-image-level, which weaken correlation between regions and the
hierarchical distribution nature of brain connectivity. We hereby propose
a novel dynamic structural brain network construction method based
on T1-MRI, which can dynamically localize critical regions and con-
strain the hierarchical distribution among them for constructing dynamic
structural brain network. Specifically, we first cluster spatially-correlated
channel and generate several critical brain regions as prototypes. Further,
we introduce a contrastive loss function to constrain the prototypes dis-
tribution, which embed the hierarchical brain semantic structure into the
latent space. Self-attention and GCN are then used to dynamically con-
struct hierarchical correlations of critical regions for brain network and
explore the correlation, respectively. Our method is evaluated on ADNI-1
and ADNI-2 databases for mild cognitive impairment (MCI) conversion
prediction, and acheive the state-of-the-art (SOTA) performance. Our
source code is available at http://github.com/*******.

Keywords: Dynamic Structural Brain Network · T1-MRI · Hierarchical
Prototype Learning · GCN · Mild Cognitive Impairment.

1 Introduction

T1-weighted magnetic resonance imaging (T1-MRI) is one of the indispensable
medical imaging methods for noninvasive diagnosing neurological disorder [9].
Existing approaches [16, 19] based on T1-MRI focus on extracting region of in-
terests (ROIs) to analyze structural atrophy information associated with disease
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progression. However, some works [6, 16,21] heavily rely on manual defined and
selected ROIs, which have limitations in explaining the individual brain speci-
ficity. To address this issue, Lian et al. [15] localize discriminative regions by a
pretrained module, where region localization and following feature learning can-
not reinforce each other, resulting a coarse feature representation. Additionally,
as inter-regional correlations are unavailable in T1-MRI directly, most related
works [2,14] ignore inter-regional correlations or replace them with a generalized
global information. These conventional modular approaches have limitations in
explaining high-dimensional brain structure information [1, 25].

Brain network is a vital method to analysis brain disease, which has been
widely used in functional magnetic resonance imaging (fMRI) and diffusion
tensor imaging (DTI). However, the structural brain network with T1-MRI is
still underexplored due to the lack of direct regional connectivity. Recent ad-
vances [8,11,22,23] in graph convolution neural networks (GCNs) have optimized
brain networks construction with fMRI and DTI. Given the successful applica-
tion of GCN in these modalities, we think that it also has potential for construc-
tion of structural brain network using T1-MRI. Current approaches [4, 8, 12,13]
to brain network construction involve the selection of ROIs and modeling inter-
regional correlations, in which anatomical ROIs are employed as nodes, and inter-
node correlations are modeled as edges. Some researches [18, 30] have demon-
strated that brain connectivity displays hierarchical structure distribution, yet
most GCN-based methods [13, 27] treat all nodes equally and ignore the hier-
archical nature of brain connectivity. These structural brain networks are fixed
and redundant, which may lead to coarse feature representation and suboptimal
performance in downstream tasks.

To address these issues, we propose novel dynamic structural brain net-
work construction method named hierarchical prototypes embedding GCN
(DH-ProGCN) to dynamically construct disease-related structural brain net-
work based on T1-MRI. Firstly, a prototypes learning method is used to cluster
spatially-correlated channel and generate several critical brain regions as pro-
totypes. Then, we introduce a contrastive loss function to constrain the hierar-
chical distribution among prototypes to obtain the hierarchical brain semantic
structure embdedding in the latent space. After that, DH-ProGCN utilizes a
self-attention mechanism to dynamically construct hierarchical correlations of
critical regions for constructing structural brain network. GCN is applied to ex-
plore the correlation of the structural brain network for Mild Cognitive Impair-
ment (MCI) conversion prediction. We verify the effectiveness of DH-ProGCN
on the AlzheimerâĂŹs Disease Neuroimaging Initiative-1 (ADNI-1) and ADNI-2
dataset. DH-ProGCN achieves state-of-the-art (SOTA) performance for the the
classification of progressive mild cognitive impairment (pMCI) and stable mild
cognitive impairment (sMCI) based on T1-MRI.
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Fig. 1. The overall framework of the DH-ProGCN. (A) We first extract the feature
Fb via backbone, and assume that the featuremap of each channel represents differ-
ent discriminative regions which are showed as images with different colors in Fb. (B)
The hierarchical feature Fh are then obtained by hierarchical clustering on the channel
dimension. (C) We utilize a self-attention mechanism to model feature correlations ma-
trix A and learn the feature graph Fg by a GCN. (D) Fg and the global representation
Fb are concatenated for MCI conversion prediction.

2 Methods

2.1 Backbone

In this study, we utilize a Convmixer-like [24] block as the backbone to achieve
primary discriminative brain regions localization, which could provide a large
enough channel dimension for subsequent channel clustering with relatively low
complexity. Specifically, depicted in Fig. 1(A), the backbone consists of a patch
embedding layer followed by several full-convolution blocks. Patch embedding
comprises a 5× 5× 5 convolution, and the full convolution block comprikuaijses
a 5×5×5 depthwise convolution (grouped convolution with groups equal to the
number of channels) and a pointwise convolution (kernel size is 1× 1× 1) with
2048 channels. By the backbone, features of discriminative regions are finally
extracted as Fb ∈ RC×D×H×W , where D, H, W and C indicate depth, height,
width and the number of channels, respectively.

2.2 Dynamic Hierarchical Prototype Learning

Prototypes Definition. In this study, we regard feature maps of each channel
as corresponding to the response of distinct brain regions relevant to tasks.
Following [29], we utilize the location of each peak response as the channel
information. Intuitively, a position vector composed of peak response coordinates
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of each channel is defined as the candidate prototype. Position vectors of training
images can be obtained as following:
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where [tix, tiy, tiz] represents the peak response coordinate of the i-th image and
Ω represents the number of images in the training set. K-means [17] is used
to achieve prototypes initialization. Specifically, vectors of all channels are clus-
tered to obtain N sets of clusters K = {kn}Nn=1, and prototypes are defined as
clustering centers Γ = {γn}Nn=1 which are taken as N critical regions for the
discriminative localization (i.e., ROIs). Fh ∈ RN×D×H×W represents features of
clustering centers.

Dynamic Hierarchical Prototype Exploring. Inter-regional spatial connec-
tivity is fixed, but the correlation between them is dynamic with disease progres-
sion. We argue that there are structural correlations between different regions,
just as the complex hierarchical functional connectome in rich-clubs [25] orga-
nization with fMRI. We therefore explore the hierarchical semantic structure of
critical brain regions by the hierarchical prototype clustering method.

Specifically, we start by using the initial prototypes as the first hierarchy
clustering prototypes, denoted as Γ 0 = {γ0n}

N0
n=1. Then, K-means is applied

iteratively to obtain parent prototypes of the lower-hierarchy prototypes Γ i−1 =

{γi−1n }Ni−1

n=1 , denoted as Γ i = {γin}
Ni
n=1, where i represents the i-th hierarchy

and Ni represents the number of clusters at i-th hierarchy, corresponding to the
cluster Ki = {kin}

Ni

n=1. In this paper, i is set as 2. The number of prototypes in
the first, second and third hierarchy is set as 16, 8 and 4, respectively.

To facilitate optimal clustering of the network during training, we use two
fully convolutional layers with two contrastive learning loss functions Lnode and
Ledge to approximate the clustering process. With Lnode, each channel cluster-
ing is enforced to become more compact inside and have significant inter-class
differences with other clusterings, enabling all prototypes to be well separated:

Lnode = −
1

L

L∑
l=1

Nl∑
n=1

∑
u∈Kl

n

log
exp

(
u · γln/φln

)∑Nl

i 6=n exp
(
u · γli/φln

) (2)

φln =

∑
u∈Kl

n

∥∥u− γln∥∥2
|Kl

n| · log(|Kl
n|+ α)

(3)

Where L is the total number of layers, and Nl is the number of clusters in the
l-th layer. Kl

n, γln, and φln denote the set of all elements, the cluster center
(prototype), and the estimation of concentration of the n-th cluster in the l-th
layer, respectively. α is a smoothing parameter to prevent small clusters from
having overly-large φ.

The cluster concentration φ measures the closeness of elements in a cluster.
A larger φ indicates more elements in the cluster or smaller total average dis-
tance between all elements and the cluster center. Ultimately, Lnode compels all
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elements u in Kl
n to be close to their cluster center γln and away from other

cluster center at the same level.
Similarly, Ledge aims to embed the hierarchical correlation between clustering

prototypes, which can be expressed as:

Ledge = −
1

L

L−1∑
l=1

Nl∑
n=1

log
exp

(
γln · Parent(γln)/τ

)∑N l

i6=n exp
(
γln · γli/τ

) (4)

Parent(γln) represents the parent prototype of the prototype γln, and τ is a
temperature hyper-parameter. Ledge forces all prototypes γl in the l-th layer to
be close to their parent prototype and away from other prototypes within the
same level.

2.3 Brain Network Graph Construction and Classification

Through Section 2.2, critical brain regions are clustered in a hierarchical semantic
latent space. We hereby employ the prototypes regions as nodes and correlations
between them as edges to construct structural brain network graphs as shown
in Fig. 1(C).

We first apply a self-attention mechanism [26] to compute inter-region cor-
relations to generate edges of the brain network. Then, the features Fh is input
to three separate fully connected layers to obtain three vectors: query, key, and
value, which are used to compute attention scores A ∈ RN×N between each pair
of prototypes, followed by being used to weight the value vector and obtain the
output of the self-attention layer as following operation:

A = Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (5)

where Q ∈ RN×dk , K ∈ RN×dk , V ∈ RN×N denote query, key, and value,
respectively. dk represents the dimension of Q, K. N represents the number of
critical regions, which is set as 16 in this paper.

We then employ GCN to capture the topological interaction in the brain net-
work graph and update features of nodes by performing the following operation:

GCN(X) = ReLU
(
D̂−1/2ÂD̂−1/2XΘ

)
(6)

where Â = A+I is the adjacency matrix with inserted self-loops and I denotes an
identity matrix. D̂ii =

∑
j=0 Âij is the diagonal degree matrix, and Θ represents

learned weights. To prevent the network overfitting, we just use two GCN layers
as the encoder to obtain the final graph feature Fg ∈ RN×D×H×W .

To this end, the information of critical brain regions are fully learned. No-
tably, as prototypes are dynamic, constructed brain network graphs are also
dynamic, rather than predefined and fixed. This allows DH-ProGCN to model
and explore the individual hierarchical information, providing a more personalise
brain network representation for every subject.
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To achieve the classification, we perform channel squeezing on the backbone
feature Fb to obtain global features Fse ∈ R1×D×H×W , concatenate it with Fg
and input them into the classification layer.

3 Experiments

3.1 Dataset

The data we used are from two public databases: ADNI-1 (http://www.adni-
info.org) [20], and ADNI-2. The demographic information of the subjects and
preprocessing steps are shown in the supplemental material. The preprocessed
images are finally resized to 91× 109× 91 voxels. Through the quality checking,
305 images are left from ADNI-1 (197 for sMCI, 108 for pMCI), and 250 images
are left from ADNI-2 (251 for sMCI, 99 for pMCI). Note that some subjects have
two images or more in different times, and we only keep the earliest one. Follow-
ing [15], we train DH-ProGCN on ADNI-1 and perform independent testing on
ADNI-2.

3.2 Implementation Details

We first train backbone with 2048 channels in all layers to extract the output
features Fb with the cross-entropy loss Lcls1. The cross-entropy loss Lcls2 is used
for the final classification. The overall loss function is defined as:

L = Lcls1 + Lcls2 + Lnode + Ledge (7)

where Lnode and Ledge are explained in Section 2.2. Smooth parameter α = 10
and temperature parameter τ = 0.2 following [3].

All blocks are trained by SGD optimizer with a momentum of 0.9 and weight
decay of 0.001. The model is trained for 300 epochs with an initial learning rate
of 0.01 that is decreased by a factor of 10 every 100 epochs. Five metrics, namely
accuracy (ACC), sensitivity (SEN), specificity (SPE), and area under the curve
(AUC), are used to evaluate the performance of the proposed model. We use
Python based on the PyTorch package and run the network on a single NVIDIA
GeForce 3090 24 GB GPU.

4 Results

4.1 Comparing with SOTA Methods

Six SOTA methods are used for comparison: 1) LDMIL [16] captured both local
information conveyed by patches and global information; 2) H-FCN [15] im-
plemented three levels of networks to obtain multi-scale feature representations
which are fused for the construction of hierarchical classifiers; 3) HybNet [14]
assigned the subject-level label to patches for local feature learning by iterative
network pruning; 4) AD2A [10] located discriminative disease-related regions by

http://www.adni-info.org
http://www.adni-info.org
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an attention modules; 5) DSNet [19] provided disease-image specificity to an
image synthesis network; 6) MSA3D [2] implemented a slice-level attention and
a 3D CNN to capture subject-level structural changes.

Results in Table 1 show the superiority of DH-ProGCN over SOTA ap-
proaches for MCI conversion prediction. Specifically, DH-ProGCN achieves ACC
of 0.849 and AUC of 0.845 tested on ADNI-2 by models trained on ADNI-1. It
is worth noting that our method: 1) needs no predefined manual landmarks,
but achieves better diagnostic results than existing deep-learning-based MCI
diagnosis methods; 2) needs no pretrain network parameters from other tasks
like AD diagnosis; 3) introduces hierarchical distribution structure to connect
regions and form region-based specificity brain structure networks, rather than
generalizing the correlations between regions with global information.

Table 1. Comparsion of our method with current SOTA methods for MCI conversion
prediction on ADNI-2 obtained by the models trained on ADNI-1.

Method ACC SEN SPE AUC
LDMIL 0.769 0.421 0.824 0.776
H-FCN 0.809 0.526 0.854 0.781
HybNet 0.827 0.579 0.866 0.793
AD2A 0.780 0.534 0.866 0.788
DSNet 0.762 0.770 0.742 0.818
MSA3D 0.801 0.520 0.856 0.789
DH-ProGCN 0.849 0.647 0.928 0.845

Fig. 2. Effects of each component of DH-ProGCN for MCI conversion prediction on
ADNI-2 obtained by models trained on ADNI-1.

4.2 Ablation Study

Effect of dynamic prototype learning. To verify the effect of dynamic pro-
totype clustering, we compare 1) ROI-based approach [28], 2) backbone with-
out channel clustering (BL), 3) backbone with dynamic prototypes clustering
(BL+Lnode). As shown in Fig. 2, results indicate that dynamic prototype clus-
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tering outperforms the ROI-based and backbone on MCI conversion, and could
generate better feature distributions for downstream brain images analysis tasks.

Effect of Hierarchical prototype learning. To evaluate the impact of hi-
erarchical prototype learning, we compare backbone with flattened prototypes
clustering (BL+Lnode), and hierarchical clustering (BL+Lnode+Ledge). The re-
sults are presented in Fig. 2. With the constraint strengthened on the distribu-
tion of regions, the results are progressively improved. This implies that it makes
sense to introduce hierarchical semantics into the construction of structure brain
networks.

Fig. 3. Sagittal, coronal and axial views of connectome in hierarchical critical regions.
(A)(B) represent brain network visualization of sMCI and (C)(D) represent pMCI
subjects. Nodes correspond to critical regions i.e. prototypes, and edges are form the
connectivity weight between nodes. The size of node increases with its hierarchy, and
nodes with same color are clustered into the same parent prototype. Lower-hierarchy
prototypes within cluster are closer to its parent prototypes, and higher-hierarchy pro-
totypes between different clusters are closer than lower-hierarchy prototypes.

Effect of Dynamic Brain Network Construction. To verify whether our
constructed dynamic brain network capability outperforms the fixed architec-
ture, we obtained the fixed brain network graph by directly connecting all critical
regions after obtaining hierarchical features and feeding them into the GCN for
classification. The results are shown in Fig. 2, where the dynamic brain network
structure performs better, suggesting that the correlation between regions needs
to be measured dynamically to construct a better brain network.

In addition, we visualize the sagittal, coronal and axial views of hierarchical
critical regions and their connectome in Fig. 3. The left and right sub-figures
represent brain network visualization of two sMCI and two pMCI subjects, re-
spectively. In general, critical regions and correlations are varied for different
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subjects, which means that our method is feasible for constructing individual
brain networks according to the individuals specificity. Localized regions are
roughly distributed in anatomically defined parahippocampal gyrus, superior
frontal gyrus, and cingulate gyrus for different sMCI subjects, lingual gyrus
right, and superior longitudinal fasciculus for different pMCI subjects, which
agree with previous studies. [5, 7, 9].

5 Conclusion

In this paper, we propose a novel dynamic structural brain network construc-
tion method named DH-ProGCN. DH-ProGCN could dynamically cluster crit-
ical brain regions by the prototype learning, implicitly encode the hierarchical
semantic structure of the brain into the latent space by hierarchical prototypes
embedding, dynamically construct brain networks by self-attention and extract
topology features in the brain network by GCN. Experimental results show that
DH-ProGCN outperforms SOTA methods on the MCI conversion task. Essen-
tially, DH-ProGCN has the potential to model hierarchical topological structures
in other kinds of medical images. In our future work, we will apply this frame-
work to other kinds of modalities and neurological disorders.
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