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Abstract. Focal cortical dysplasia (FCD) is a leading cause of drug-
resistant focal epilepsy, which can be cured by surgery. These lesions
are extremely subtle and often missed even by expert neuroradiologists.
“Ground truth” manual lesion masks are therefore expensive, limited and
have large inter-rater variability. Existing FCD detection methods are
limited by high numbers of false positive predictions, primarily due to
vertex- or patch-based approaches that lack whole-brain context. Here,
we propose to approach the problem as semantic segmentation using
graph convolutional networks (GCN), which allows our model to learn
spatial relationships between brain regions. To address the specific chal-
lenges of FCD identification, our proposed model includes an auxiliary
loss to predict distance from the lesion to reduce false positives and
a weak supervision classification loss to facilitate learning from uncer-
tain lesion masks. On a multi-centre dataset of 1015 participants with
surface-based features and manual lesion masks from structural MRI
data, the proposed GCN achieved an AUC of 0.74, a significant im-
provement against a previously used vertex-wise multi-layer perceptron
(MLP) classifier (AUC 0.64). With sensitivity thresholded at 67%, the
GCN had a specificity of 71% in comparison to 49% when using the
MLP. This improvement in specificity is vital for clinical integration of
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lesion-detection tools into the radiological workflow, through increasing
clinical confidence in the use of AI radiological adjuncts and reducing
the number of areas requiring expert review.

Keywords: Graph Convolutional Network · lesion segmentation · struc-
tural MRI.

1 Introduction

Structural cerebral abnormalities commonly cause drug-resistant focal epilepsy,
which may be cured with surgery. Focal cortical dysplasias (FCDs) are the most
common pathology in children and the third most common pathology in adults
undergoing epilepsy surgery [1]. However, 16-43% of FCDs are not identified on
routine visual inspection of MRI data by radiologists [10]. Identification of these
lesions on MRI is integral for presurgical planning. Furthermore, accurate iden-
tification of lesions assists with complete resection of the structural abnormality,
which is associated with improved post-surgical seizure freedom rates [11].

There has been significant work seeking to automate the detection of FCDs,
with the aim of identifying subtle structural abnormalities in patients with le-
sions not identified by visual inspection, termed “MRI negative” [12]. These algo-
rithms are increasingly being evaluated prospectively on patients who are “MRI
negative” with suspected FCD, where radiologists review algorithm outputs and
evaluate all putative lesions. However, previous methods operate locally or semi-
locally: using multilayer perceptrons (MLPs) which consider voxels or points on
the cortical surface (vertices) individually [10,2], or convolutional neural net-
works which have to date typically been trained on patches of cortex [6]. One
widely-available algorithm using such an approach was able to detect 63% of
MRI negative examples, with an AUC of 0.64 [10]. Overall, although these al-
gorithms show significant promise in finding subtle and previously unidentified
lesions, they are commonly associated with high false positive rates which ham-
pers clinical utility [12]. Detecting FCDs is particularly challenging due to small
dataset sizes, high inter-annotator variability in manual lesion masks, and the
large class imbalance, as FCDs typically only cover around 1% of the total cor-
tex. Nevertheless the urgent clinical need to identify more of these subtle lesions
motivates the development of methods to address these challenges.

Contributions We propose a robust surface-based semantic segmentation ap-
proach to address the particular challenges of identifying FCDs (Fig. 1). Our
three main contributions to address these challenges are: 1) Adapting nnU-
Net [8], a state-of-the-art U-Net architecture, to a Graph Convolutional Net-
work (GCN) for segmenting cortical surfaces. This creates a novel method for
cortical segmentation in general and for FCD segmentation in particular, in
which the model is able to learn spatial relationships between brain regions.
2) Inclusion of a distance loss to help reduce false positives, and 3) Inclusion



Segmentation of Subtle Epilepsy-causing Lesions 3

6�

6�

6�

6�

6�

6�

6�

������[���

������[���

�����[���

����[����
����[����

���[����

�������[���

VRIWPD[�IRU�VHJPHQWDWLRQ�	�GLVWDQFH

IXOO\�FRQQHFWHG�OD\HU���VRIWPD[�IRU�
KHPLVSKHUH�FODVVLILFDWLRQ

VSLUDO�FRQYROXWLRQ

OHVLRQ�VHJPHQWDWLRQ

LQSXW�IHDWXUHV

KHPLVSKHUH�
FODVVLILFDWLRQ

OHVLRQDO��
QRQ�OHVLRQDO

GLVWDQFH�UHJUHVVLRQ

LQWHQVLW\�DXJPHQWDWLRQV

VSDWLDO�DXJPHQWDWLRQV

IOLSSLQJ S �
VSLQQLQJ S �
ZDUSLQJ S �

EULJKWQHVV S �
FRQWUDVW S �
JDPPD S �
QRLVH S �

$XJPHQWDWLRQV 1HXUDO�QHWZRUN�FRPSRQHQWV

Fig. 1. Proposed GC-nnU-Net+dc model for lesion segmentation, with auxiliary dis-
tance regression and hemisphere classification tasks. Lower left box: Types of data
augmentation employed. Examples show the result of gamma intensity augmentation
(top) and spinning (bottom).

of a hemisphere classification loss to act as form of weak supervision, mitigat-
ing the impact of imperfect lesion masks. We directly evaluate the added value
of each contribution on performance in comparison to a previously published
MLP [10]. We hypothesised that the proposed GCN to segment FCDs would
improve overall performance (AUC), in particular reducing the number of false
positives (improved specificity) while retaining sensitivity. This improvement in
classifier performance would facilitate clinical translation of automated FCD de-
tection into clinical practice. All code to reproduce these results can be found
at github.com/MELDProject/meld_graph.

2 Methods

2.1 Graph convolutional network (GCN) for surface-based lesion
segmentation

We consider the lesion detection problem as a surface-based segmentation task.
For this purpose, cortical surface-based features (intensity, curvature, etc.; see
Section 3.1) are extracted from each brain hemisphere and registered using
FreeSurfer [4] to a symmetrical template. This template was generated by succes-
sively upsampling an icosahedral icosphere, S1, with 42 vertices and 80 triangular
faces. Icospheres Si, with i the resolution level of the icosphere, are triangulated
spherical meshes, where Si+1 is generated from Si by adding vertices at every
edge. As input to our model we use icosphere S7 (163842 vertices).
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U-Net architecture To segment lesions on the icosphere, we created a graph-
based re-implementation of nnU-Net [9,8]. Unlike typical imaging data repre-
sented on rectangular grids, surface-based data require customised convolutions,
downsampling and upsampling steps. Here, we used spiral convolutions [7] which
translates standard 2D convolutions to irregular meshes by defining the filter by
an outward spiral. This ends up capturing a ring of information around the cur-
rent node, similar to how a 2d filter captures a ring of information around the
current pixel. We use a spiral length of 7, representing the central and adjacent
6 neighbours on a hexagonal mesh, roughly equivalent to a 3× 3 2D kernel. For
downsampling from Si+1 to Si in the U-Net encoder, a similar translation of
2D max pooling is carried out by aggregating over all neighbours of the vertex
at the higher-resolution Si+1. Upsampling from Si to Si+1 in the decoder is
implemented via assigning the mean of each vertex in Si to all neighbours at
level Si+1. In total, the U-Net contains seven levels (mirroring the seven ico-
spheres S7-S1), and every level consists of three convolutional layers using spiral
convolutions and leaky Relu as activation function (Fig. 1).

Loss Functions Following best practices for U-Net segmentation models [8],
we use both cross-entropy and dice as loss functions for the segmentation, where
y is true labels, ŷ is predicted, n is the number of vertices:

Lce = −
n∑

i=1

yi log(ŷi) + (1− yi) log(1− ŷi) (1)

Ldice = 1−
2
∑n

i=1 yiŷi∑n
i=1 y

2
i +

∑n
i=1 ŷ

2
i + ϵ

(2)

Distance loss To encourage the network to learn whole-brain context thereby
reducing the number of false positives, we added an additional distance regression
task. We train the model to predict the normalised geodesic distance d to the
lesion boundary for every vertex, by applying an additional loss Ldist to the
non-lesional prediction, ŷi,0 of the segmentation output for vertex i. We use the
mean absolute error loss, weighted by the distance so as not to overly penalise
small errors in predicting large distances from the lesion:

Ldist =
1

n

n∑
i=1

|di − ŷi,0|
di + 1

(3)

Classification loss To mitigate uncertainty in the correspondence between
lesion masks and lesions, we used a weakly-supervised classification loss Lclass.
For the ground truth c, examples were labelled as positive, if any of their vertices
were annotated as positive. To predict this sample-level classification, we added
a classification head to the deepest level (level 1) of the U-Net. The classification
head contained a fully connected layer aggregating over all filters, followed by a
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fully-connected layer aggregating over all vertices, resulting in the classification
output ĉ. This output was trained using cross-entropy:

Lclass = −
n∑

i=1

ci log(ĉi) + (1− ci) log(1− ĉi) (4)

Deep supervision To encourage the flow of gradients through the entire U-Net,
we use deep supervision at levels Ids = [6, 5, 4, 3, 2, 1]. Let Li

ce, Li
dice, L

i
dist be the

cross-entropy, dice and distance losses applied to outputs at level i, respectively.
The model is trained on a weighted sum of all the losses, with wi

ds the loss weight
at level i:

L = Lce + Ldice + Ldist + Lclass +
∑
i∈Ids

wi
ds(L

i
ce + Li

dice + Li
dist) (5)

2.2 Data augmentation

Data augmentations consisted of spatial augmentations and intensity augmenta-
tions (Fig. 1), following recommendations outlined in nnU-Net. Spatial augmen-
tation included rotation, inversion and non-linear deformations of the surface-
based data [3]. Intensity-based augmentations included adding a Gaussian noise
to the features intensity, adjusting the contrast, scaling the brightness by a uni-
form factor, and adding a gamma intensity transform.

3 Experiments and Results

3.1 Dataset and Implementation details

Dataset For the following experiments, we used a dataset of post-processed
surface-based features and manual lesion masks from 618 patients with FCD
and 397 controls [10]. This is a heterogeneous, clinically-acquired dataset, col-
lated from 22 international epilepsy surgery centres, including paediatric and
adult participants scanned on either 1.5T or 3T MRI scanners. Each centre re-
ceived local ethical approval from their institutional review board (IRB) or ethics
committee (EC) to retrieve and anonymise retrospective, routinely available clin-
ical data. For each participant, MR images were processed using FreeSurfer [4]
and 11 surface-based features (cortical thickness, grey-white matter intensity
contrast, intrinsic curvature, sulcal depth, curvature and FLAIR intensity sam-
pled as 6 intra- and sub-cortical depths) were extracted. FCDs were manually
drawn by neuroradiologists to create 3D regions of interest (ROI) on T1 or fluid-
attenuated inversion recovery (FLAIR) images. The ROIs were projected onto
individual FreeSurfer surfaces and then the features and ROIs were registered to
a bilaterally symmetrical template, fsaverage_sym, using folding-based registra-
tion. Post-processing included 10mm full width at half-maximum surface-based
smoothing of the per-vertex features, harmonisation of the data using Com-
bat [5] (to account for scanners differences), inter- and intra-individual z-scoring
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to account for inter-regional differences and demographic differences, and com-
putation of the asymmetry index of each feature. The final surface-based feature
set consisted of the original, z-scored and asymmetry features, resulting in 33
input features.

In order to compare performance, the train/validation and test datasets were
kept identical to those in the previously published vertex-wise classifier [10]. The
train/validation cohort comprised 50% of the dataset and 5-fold cross validation
was used to evaluate the models. The remaining 50% was withheld for final eval-
uation and comparison of models. Data from two independent sites (35 patients
and 18 controls) were used to test the generalisability of the full model.

Implementation details The graph-based convolutional implementation of
nnU-Net (GC-nnU-Net) had the following training parameters: batch size: 8,
initial learning rate: 10-4, learning rate decay: 0.9, momentum: 0.99, maximum
epochs: 1000 (1 epoch is 1 complete view of training data), maximum patience:
400 epochs; and augmentation probabilities: inversion: 0.5, rotation & defor-
mation: 0.2, Gaussian noise: 0.15, contrast: 0.15, brightness: 0.15, gamma: 0.15.
Deep supervision weights were wds = [0.5, 0.25, 0.125, 0.0625, 0.03125, 0.0150765]
for levels Ids = [6, 5, 4, 3, 2, 1]. Due to class imbalances, non-lesional hemispheres
were undersampled during training to ensure 33% of training examples contained
a lesion. The model from the epoch with the best validation loss is stored for
evaluation (Fig. S1).

Hardware: High-performance cluster with Single NVIDIA A100 GPU, 1000
GiB RAM; Software: PyTorch 1.10.0+cu11.1, PyTorch Geometric 2.0.4, Python
3.9.13. Combined memory footprint of model and dataset while training is 49GB.

Experiments Using our graph-based adaptation of nnU-Net (GC-nnU-Net)
and the previous MLP model as baseline, we ran an ablation study to measure
the impact of the proposed auxiliary losses (Table 1). Each model was trained
using the train/val cohort 5 times, withholding 20% of the cohort for validation
and stopping criteria. Final test performance was computed by ensembling pre-
dictions across the 5-fold trained models, with uncertainty estimates calculated
through bootstrapping. An additional experiment was carried out subsampling
the training cohort at fixed fractions of 0.1, 0.2, 0.3, 0.4, 0.6 and 0.8 using the
GC-nnU-Net+dc model (Fig. S2).

Evaluations Model performances were compared according to their Area Un-
der the Curve (AUC), which was calculated by computing the sensitivity and
specificity at a range of prediction thresholds. For sensitivity calculations, due to
uncertainty in the lesion masks, a lesion was considered detected if the predic-
tion was within 20 mm of the original mask, as this corresponds with the inter-
observer variability measured across annotators [10]. Specificity was defined by
the presence of false positives in non-lesional examples. As an additional measure
of model specificity, the number of false positive clusters in both patients and
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Table 1. Experiments

Experiment Name Description

MLP [10] vertex-wise multilayer perceptron
GC-nnU-Net graph-based adaptation of nnU-Net
GC-nnU-Net+c adding classification loss
GC-nnU-Net+d adding distance loss
GC-nnU-Net+dc adding distance loss and classification loss

Table 2. Comparison of models on the test dataset.

Experiment AUC (+/- std) Sensitivity Specificity Run time (min)

MLP [10] 0.64 (n.a.) 67% 49% n.a.
GC-nnU-Net 0.68†‡ (+/- 0.004) 67% 64% 396.1
GC-nnU-Net+c 0.74† (+/- 0.008) 67% 66% 373.9
GC-nnU-Net+d 0.69†‡ (+/- 0.007) 67% 65% 426.9
GC-nnU-Net+dc 0.74† (+/- 0.005) 67% 71% 564.9

†Model performance significantly improved compared to MLP.
‡Model performance significantly worse compared to GC-nnU-Net+dc.

controls were calculated. Model AUCs were statistically compared using t-tests,
with correction for multiple comparisons using the Holm-Sidak method.

3.2 Results

Table 2 compares model performances on the withheld test set. GC-nnU-Net+dc,
the graph-based implementation of nnU-Net with additional distance and clas-
sification losses, outperformed all other models. Examples of individual pre-
dictions using the MLP and GC-nnU-Net+dc model, as well as examples of
the predicted geodesic distance from the lesion are presented in Fig. 2A,B.
Fig. 2C visualises the reduction in number of false positive clusters when us-
ing GC-nnU-Net+dc which is reflected in the significantly improved specificity.
GC-nnU-Net+dc showed similarly improved specificity relative to the MLP on
independent test sites, demonstrating good model generalisability (Table 3). In
experiments varying the size of the training cohort, performance increased with
sample size until around 220 subjects above which gains were negligible (Fig.
S2).

4 Conclusions and Future Work

This paper presents a robust and generalisable graph convolutional approach
for segmenting focal cortical dysplasias using surface-based cortical data. This
approach outperforms specificity baselines by 22-27%, which is driven by three
newly-proposed components. First, treating the hemispheric surface as a single
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Fig. 2. A & B) Individual predictions for two patients using MLP and GC-nnU-
Net+dc, as well as predicted geodesic distance from the lesion. Red: prediction. Black
line: manual lesion mask. Patients A and B both have false positive predictions using
the MLP, unlike the predictions from GC-nnU-Net+dc. C) Comparison of number
of clusters in controls and patients between MLP and GC-nnU-Net+dc on the test
dataset. Grey lines: change in number of clusters for individual participants.

connected graph allows the network to model spatial context. Second, a classi-
fication loss mitigates the impact of imprecise lesion masks by simplifying the
task to predicting whether or not a lesion is present in every hemisphere. Third,
a distance-from-lesion prediction task penalises false positives and encourages
the network to consider the entire hemisphere. The results show a significant
increase in specificity, both in terms of presence of any false positive predic-
tions in non-lesional hemispheres and a reduced number of additional clusters
in lesional hemispheres. From a translational perspective, this improvement in
performance will increase clinical confidence in applying these tools to cases of
suspected FCD, while additionally minimising the number of putative lesions an
expert neuroradiologist would need to review. Future work will include system-
atic prospective evaluation of the tool in suspected FCDs and expansion of these
approaches to multiple causes of focal epilepsy.



Segmentation of Subtle Epilepsy-causing Lesions 9

Table 3. Comparison of models on independent test sites.

Experiment Sensitivity Specificity Median FP
in patients [IQR]

Median clusters
in patients [IQR]

MLP [10] 79% 17% 2.0 [1.0, 4.0] 1.0 [1.0, 2.75]
GC-nnU-Net+dc 79% 44% 1.0 [0.0, 1.0] 1.0 [0.0, 1.0]

FP: false positives, IQR: interquartile range.
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Supplementary Fig. 1. Training and validation segmentation losses for four ex-
periments. All models were trained with early stopping to prevent overfitting. The
model weights for the best performance on the validation loss are stored and training
is stopped if no improvement in performance is seen after an additional 400 epochs.
In the above examples, all models achieved peak performance on the validation loss at
between 70 and 170 epochs.
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Supplementary Fig. 2. To assess the impact of sample size on model performance,
models were retrained on subsamples of the training set at fixed fractions (0.1, 0.2, 0.3,
0.4, 0.6, 0.8, 1.0). Validation AUC was quantified for each model, across 5 folds. Blue
line shows Gaussian process regression fit with standard deviation in gray. We see an
improvement in performance which plateaued at around 220 subjects.
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